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ABSTRA CT  

The purpose of this research is to create a batik motive image classification 
system to make it easier for the public to know the name of a type of batik 
motive. In carrying out this research, a quantitative method was used with 
seven kinds of batik motives that were augmented first, where 70% of the 
dataset was used for training and 30% for testing so that the accuracy and 
precision of the system were obtained. The result of this research is that the 
accuracy and precision of the system in classifying batik motive images is 
0.985 or 98.5%. This high accuracy and precision were obtained because the 
quality of the previous dataset was improved by augmenting geometric and 
photometric. The machine learning method used was a Convolutional Neural 
Network which in previous studies also provided the highest accuracy and 
precision. The results of this study can be used for various purposes such as 
marketing, cultural reservation, and science. 

  
 

 
 
 

KEYWORDS 
 Batik 

Convolutional neural network 

Image augmentation 

Parameter Tuning 

Comparison 

 

 

 
This is an open-access article under the CC–BY-SA license 

 

1. Introduction 

Batik is a traditional Indonesian painting which is generally drawn on cloth media. Batik 
is an image of traditional patterns or patterns on a cloth painted using traditional methods. 
Etymologically in Javanese, Batik is defined as drawing dots on the fabric [1]. Historically, 
Batik in Indonesia is closely related to the development of the Majapahit Kingdom and its 
relation to the spread of Islam on the island of Java. In addition, in several writings, it is 
stated that the development of Batik was relatively rapid during the Mataram Sultanate. 
After that it continued during the Surakarta Sultanate and Yogyakarta Sultanate. On October 
2, 2009, Batik was officially recognized by UNESCO as an Indonesian cultural heritage and 
a Humanitarian Heritage for Oral and Non-material Culture (Masterpieces of the Oral and 
Intangible Heritage of Humanity). And since then, October 2 has been celebrated as National 
Batik Day. In Indonesia, the number of various batik motives reaches thousands of types 
because each region has its batik motive. These motives can be divided into two main 
categories, geometric and non-geometric motives. Examples of geometric motives are 
Parang, Kawung, Megamendung, and Banji. Meanwhile, non-geometric motives include 
Betawi, Gurda, and Lunglungan. In Batik, this motive is a characteristic that identifies the 
type of Batik. These patterns are usually arranged repeatedly to describe the primary mark 
on the fabric. 

The diversity of batik motives in Indonesia can potentially increase the creative industry 
and tourism sectors. Many domestic and foreign tourists are interested in Batik and want to 
know more about batik information such as its history, methods, places of manufacture, etc. 
However, the difficulty of distinguishing types of Batik based on very diverse motives is still 
a problem. Therefore, we need a system to help classify Indonesian batik motives. Data 
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classification is intended to identify the characteristics of objects in the database and 
categorize them into different groups. The purpose of classifying Batik is to divide the image 
of Batik into motive classes according to the pattern of motives so that they are easier to 
identify according to their characteristics [2]. 

Data augmentation is the process of changing data or usually in the form of existing 
images, into new data without changing the essence of the data [3]. Data augmentation is 
carried out to avoid overfitting by enriching the dataset by making various other versions of 
the original image in the training dataset to improve the quality of learning in the system. 
Image augmentation can be divided into two categories, Geometric Transformation and 
Photometric Transformation. Geometric Transformation is usually used to deal with 
positional bias. For example, in face detection programs where each face in each image is in 
a different position, geometric transformation can help the program determine the exact face 
location [4]. Meanwhile, photometric adaptation is usually used to handle differences in 
color or image quality so that CNN can study different versions of the color in the image. The 
main problems that occur due to the application of image augmentation are the increased 
storage requirements, transformation load, and training time [5]. 

In this study, we propose classifying Batik using Convolutional Neural Network CNN 
Convolutional Neural Network (CNN) is the result of the development of the Artificial Neural 
Network (ANN), so CNN is also a processing system that works and is inspired by the 
workings of the nervous system of living things, for example, in the human brain. The central 
concept of how the Neural Network works itself is to enter input which is usually an image 
or multidimensional vector, and this is done by the input layer, which will pass it on to hidden 
layers that are interconnected to perform a series of decisions so that each layer can learn 
from the previous layer until it finally produces output in the form of classification 
information. CNN was developed to find a more efficient method than traditional ANN. The 
solution applied is that neurons on CNN will only connect to specific areas in the previous 
layer so that the connection from layer to layer will be more efficient than the ANN method, 
which will make a complete connection. This simple difference reduces the number of 
parameters needed to set up the model, and the architecture formed is also simpler [6]. In 
addition to the input and output sections, the essential components of CNN consist of three 
types of layers, namely the convolutional layer, pooling layer, and fully connected layer [4]. 
To work optimally, CNN requires many training datasets to avoid overfitting (a situation 
where the NN cannot learn effectively, thereby reducing the precision of qualification or 
prediction) [1]. This problem is usually solved by augmenting the existing dataset. 

 Several previous studies have also attempted to classify batik images, such as that 
conducted by A Haris Rangkuti using the Fuzzy Neural Network, which provides a precision 
of 94% [7]. Then a slightly higher accuracy was obtained by Taufiqul Bariyah using the 
Convolutional Neural Network, where in the preprocessing, image augmentation in the form 
of cropping and resizing, resulting in a precision of 94.5% [8]. In this study, we want to follow 
up on previous research by adding more image augmentation, both geometrically and 
photometric transformation, and reverting to using a convolutional neural network which 
previously produced the highest precision. 

In our study, the data used is more geometric, which helps the program determine the 
pattern's position as well as using photometric that are commonly used to handle differences 
in color or image quality. This study achieved exquisite precision, reaching 98.5%. Compared 
to previous studies, the study outperforms than previous especially on improving the quality 
of the dataset to get excellent precision. 

2. Method 

This research was conducted through a quantitative approach, where datasets were taken 
from various sources on the Internet. The methods used in this study include the acquisition 
of batik datasets from various sources (Scraping from the Google Search Engine and 
Retrieval of datasets from the Kaggle dataset repository), sorting of batik datasets, up to the 
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batik classification process according to the motive using Neural Network and Testing 
models as shown in Fig. 1. 

 

Fig. 1. Research Flow, separated in three blocks are Data Collection, Selection and Processing block,  
Clustering block, Testing block 

2.1. Batik Dataset Collection 

In the first stage, the batik datasets were searched and collected through two sources, 
namely, image scraping from the google search engine with the keyword "Batik Motive" and 
batik dataset retrieval from the Kaggle repository. The initial batik dataset collected from 
various sources amounted to 215 batik images. Dataset image retrieval is based on 7 batik 
motives: Banji, Betawi, Ceplok, Gurda, Kawung, Megamendung and Parang, as shown in Fig. 
2. 

 

Fig. 2.  Example Dataset of Batik Motive 

2.2. Image Augmentation 

At this section, we explained the flow of process image augmentation. Beginning from 
image reduction to obtain uniformly image size, image pre-processing, distribution of 
dataset between dataset training and dataset testing, image embedding or feature extraction, 
clustering, convolutional neural network, model metric for the architectures. 

2.3. Image Pre-processing 

A collection of batik datasets with different image sizes needs to be resized to make them 

uniform. Uniformity of image size is carried out in the second stage, namely resizing/resizing 

the image to 256 x 256px (pixels/pixels). The image size of 256 pixels was chosen because it 

is the optimal size for conducting training datasets on the Convolutional Neural Network 
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(CNN) based on research conducted by Daisuke Hirahara et al. (2020) regarding the effect 

of the amount of data and image scaling on deep learning training [9] and research 

conducted by JGA Barbedo on the impact of dataset size and variation on the effectiveness 

of deep learning [10]. Image size changes are performed using a script with the Python 

programming language, as shown in Fig. 3. 

 

Fig. 3.  Script code for resizing the image 

The next step is to increase the data variance using augmentation algorithms such as 

cropping, gaussian blur, hue, inverting color, saturation, inverting and rotating images. An 

example of this augmentation is shown in Fig. 4. 

 

Fig. 4. Example of Image Augmentation of Megamendung Batik 

By increasing the batik dataset's variants, the CNN image input will be more diverse. 

Thus, the training results carried out by the neural network are expected to be more accurate 

because there are other alternative images in one image of a batik motive. The number of 

images from the dataset after the augmentation process has reached 4,047 images. This 

4,047-image dataset was generated from 19 augmentation algorithms applied to 215 initial 

batik motive datasets. 

2.4. Dataset Distribution 

At this stage, the distribution of datasets for training and model testing purposes is carried 

out in a proportion of 70-30 (70% for training datasets, 30% for testing datasets). This 

dataset's distribution is carried out to produce an accurate and independent CNN model for 

the later model testing stage. The proportion of 70-30 used in this study is based on research 

which shows that the best results are obtained when using 20-30% of the data for testing, 

and the remaining 70-80% of the data is used for training [11],  [12] after the sequential 

distribution process is 1,214 testing datasets and 2,833 training datasets. 
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2.5. Image Embedding 

The next step is to perform Image Embedding or feature extraction from batik datasets 

that have been augmented. This step is carried out to calculate the feature vector for each 

image from the batik dataset and produce an enhanced data table with an image descriptor 

column. Image Embedding was carried out using the VGG16 deep learning model proposed 

by Karen Simonyan and Andrew Zisserman from the Visual Geometry Group Lab, Oxford 

University, in 2014 in their paper entitled "Very deep convolutional networks for large-scale 

image recognition" [13]. VGG-16 is a Convolutional Neural Network (CNN) which consists 

of 16 layers. VGG-16 was trained using the ImageNet dataset, a collection of more than 14 

million images belonging to 22,000 categories [14]. The VGG-16 architecture is illustrated 

as shown in Fig 5. The filters used in VGG16 are convolutional/filter/weights measuring 3x3 

and 1x1 with stride one, and Max-Pooling measuring 2x2 with stride 2. The selection of 

pooling in the pooling layer section is to use Maxpooling2D. This Max-Pooling technique is 

to down sample by utilizing the maximum value when doing windowing and stride. 

Maxpooling2D uses a large 2x2 matrix. The output of this down sampling is a matrix 

measuring 112x112 with 64 channels. 

 

Fig. 5.  VGG16 Architectures 

2.6. K-Means Clustering 

In 1984 K-Means was first introduced by Stuart Lloyd. K-Means is a grouping algorithm 
that is widely used. K-Means works by grouping existing objects into groups, commonly 
called segments, so objects in each group are more similar than objects in a different group. 
K-means uses a Euclidean distance measure and iteratively determines each record in the 
source set. The procedure begins by selecting k with the initial record as the cluster's centre 
(initial seed) and determining each record closest to the cluster. A new record is added to the 
cluster, and its centre is recalculated to reflect its new members. This iterative process is 
repeated until it converges and the log migration with the cluster no longer loses its solution. 
K-means is a heuristic algorithm that divides the data set into K groups by minimizing the 
sum of the squares of the distances in each group. The basic principle of this technique is to 
construct K partitions/centroid/mean (mean) of the data set. The K-Means algorithm starts 
by forming a cluster partition and then iteratively refines the partition until there is no 
significant change in the partition [15]. 

This algorithm for K-Means algorithm run is as follows: 

• Specify number of K (clusters). 

• Firstly, initialize the center, we can do by shuffling the dataset and select randomly K 
data points without replacement.   

• Iterative until there is no change the centroids point. 

- Compute the sum of the squared distance between data points and all centroids. 

- Assign each data point to the closest cluster (centroid). 
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- Compute the centroids for the clusters by taking the average of the all-data points that 
belong to each cluster. 

Data clustering using the K-Means Clustering method is generally carried out with a basic 
algorithm, starting from determining the number of clusters and allocating data into clusters 
randomly. Calculate the centroid/average of the data in each cluster, allocate each data to 
the nearest centroid/average, and then return to Step 3. If there is still data moving clusters 
or if the centroid value changes, there is an above the specified threshold value or if the 
change in the value of the objective function used is above the specified threshold value. 

K-means clustering is used at this stage to cluster batik types based on their 
characteristics. K-means Clustering is a data analysis method or Data Mining method that 
performs the modelling process without supervision (unsupervised) and is one method that 
performs data grouping with a partition system [16]. The K-means algorithm is a non-
hierarchical method that uses most population components as the initial cluster center. The 
cluster center is randomly selected from the population data set in this phase. Next, K-Means 
examines each component in the data population and assigns the component to one of the 
specified cluster centers based on the minimum distance between the components and all 
clusters. The position of the cluster center is recalculated until all data components are in 
each cluster center, and finally, a new cluster center position is formed [17]. 

2.7. Convolutional neural network classifier 

The next step is classifying batik using the Convolutional Neural Network (CNN). This 

stage will produce a model that can be used to predict the type of batik based on input in 

batik motives. It consists of 3 types of layers (layers) – input layer (input layer), output layer 

(output layer) and hidden layer (hidden layer) [18], as shown in Fig. 6. 

 

Fig. 6.  Convolutional Neural Network layers 

In this stage, the CNN model architecture contains 100 hidden layers, using ReLu as an 
activator and SGD as a solver and optimizer. The accuracy obtained from using a neural 
network depends on the number of layers but also the type of activation function used. The 
activation function is useful so that the CNN network is more dynamic and can get more 
complex information [15], as in our case, namely image classification, by introducing a non-
linear property on the network [19]. In simple language, the activation function is useful for 
converting input into output which will then be input back into the next layer in the hidden 
neural network stack. If the activation function is not used, the output of each layer will only 
be a linear function, which means that it is only a polynomial of the power of 1 [15]. 

For the sake of the performance and quality of the CNN results, selecting the type of 
activation function used is very influential. This selection process takes a long time by trying 
different activation functions and comparing the results or researching similar cases. 
However, in most cases, the ReLU (Rectified Linear Unit) method gives better results than 
other methods, so we can try using the ReLU method first, and if the results are not 
satisfactory, we can try other methods [15]. And in our case, the use of ReLU has also proven 
to give the most satisfactory results, so the activation function we use in this model is ReLU. 
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ReLU is the most widely used activation function according to [15] , so since 2012, ReLU 
has become the default activation function in the deep learning community [19]. ReLU is a 
non-linear activation function that has the advantage of its performance efficiency. This is 
because not all neurons in the network are activated simultaneously [15]. The way ReLU 
works is to maintain the positive value of and change the negative value to zero [20], so 
mathematically, ReLU can be defined as follows: 

𝑓(𝑥) = 𝑀𝑎𝑥 (0 , 𝑥)   () 

One of the problems of using a neural network is a large burden to run backpropagation 

on the training dataset so that the process is not optimal [21]. The Optimization function is 

a solution to the problem by applying an algorithm or method that ultimately determines 

how fast the learning process of a system is, and this speed is commonly known as the 

learning rate. So that the selection of the type of optimization function used will have a major 

effect on system performance [20]. In this case, we apply an optimization function of the 

Stochastic Gradient Descent (SGD) type, which has a learning rate of 0.1 [19]or 0.01 [20], 

which by default does not apply momentum. The learning rate can be adjusted to each case. 

In this study, a learning rate of 0.01 was used. SGD is a variation of another type of 

optimization function, gradient descent, with the concept of updating parameters for each 

training data. Still, SGD does not loop, so it is faster than the original version [20]. This 

process can be defined using the equation: 

𝜃 =  𝜃 −  𝜂 ∗  ∇𝜃𝐽 [𝜃; 𝑥(𝑖); 𝑦(𝑖)]    () 

where 𝜃 is parameter of the update result is the amount of learning rate used, 𝑥(𝑖) and 𝑦(𝑖) 
this data being trained. 

SGD works at each optimization step by using the partial derivative estimator, 
substituting the exact partial derivative, and when the estimator is unbiased, making it 
possible to prove strict convergence guarantees in a simplified setting. SGD is also a common 
method of choice for most large-scale machine-learning models because it has better speed 
in gradient evaluation and convergence [22]. 

2.8. Metric 

The final stage is testing (testing) and scoring (assessment) the accuracy level of the model 

built using CNN. The model generated from the CNN process is tested by testing the dataset 

that has been prepared previously. The results of this test will be summarized in the form of 

a Confusion Matrix according to the format shown in Fig. 7. 

 

Fig. 7.  Confusion matrix 

Confusion Matrix is a performance measurement for classification using machine 

learning, where the output is a table with 4 different combinations of predicted and actual 
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values. Based on the Confusion Matrix, the level of accuracy (3), precision (4), recall (5) and 

F1-Score (6) is calculated using the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   () 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

𝑇𝑃+𝐹𝑃
   () 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

𝑇𝑃+𝐹𝑁
   () 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2

1

𝑅𝑒𝑐𝑎𝑙𝑙
+

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

   () 

Where TP, TN, FN, and FN stand for True Positive, True Negative, False Negative, and 

False Positive, respectively. 

3. Results And Discussion 

The batik image classification model was tested using the Random Sampling method 

with 10 times Repeat train/test parameters, 70% training set size and stratified sampling. 

The results of model testing are displayed in tabular form as a Confusion Matrix, as shown 

in Fig. 8. As shown in Fig. 8, the model was tested 12,150 times and divided into seven types 

of batik. The purple cell-matrix indicates that the predictions made on this type of batik 

follow the training dataset or can be said to be actual. 

 

Fig. 8.  Confusion Matrix for each classification. The study defined seven class as the matrix shows. The purple color 
stands for the true predictive class and the other is the error class. Five metrics such as accuracy under curve 

(AUC), accuracy (acc), F1-measures (F1), precision (Prec), and Recall (Rec) 

Another cell-matrix indicates the inaccuracy of the predictions made. The average level of 
accuracy, precision, recall and F1-Score also has very good results, which is 98.5% accurate. 
The accuracy, precision, recall and F1-Score values for each type of batik are shown in Table 
1. 

Table 1.  Model metrics 

Batik AUC Acc F1 Prec Rec 
Batik Banji 0.999 0.998 0.990 0.986 0.993 

Batik Betawi 1.000 0.996 0.987 0.981 0.992 

Batik Ceplok 0.994 0.991 0.964 0.975 0.954 

Batik Gurda 1.000 0.996 0.981 0.980 0.982 

Batik Kawung 0.998 0.996 0.987 0.985 0.989 

Batik Megamendung 1.000 0.997 0.992 0.993 0.991 

Batik Parang 0.999 0.996 0.987 0.988 0.987 

Average 0.999 0.985 0.985 0.985 0.985 
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However, there are several datasets of batik motives that the model cannot predict 

correctly. This can happen because the tested batik motive dataset contains several types of 

batik in one image. As seen in Fig. 9, where the batik motives displayed contain 2 types of 

batik, namely Ceplok Batik and Parang Batik.  

 

Fig. 9. The motive contains two types of batik: Ceplok and Parang 

Based on the test results, the augmentation of the batik image that was carried out was 

confusing for the model testing the sample dataset. The following are some sample datasets 

whose test results are confusing for the model shown in Table 2. 

Table 2.  Comparison results between prediction and actual. The result shows there is still error in prediction the image 
using the model 

Motive of Batik Prediction Actual 

 

Batik Ceplok Batik Banji 

 

Batik Betawi Batik Gurda 

 

Batik Ceplok Batik Kawung 

 

Batik Kawung Batik Ceplok 

 

It can be seen from the second example in Table 2 the model predicts that the image of 

the batik motive being tested is Batik Betawi. The actual batik motive is Batik Gurda. The 

algorithm multiply used in image augmentation changes the color of the Batik Betawi dataset 

to resemble the Batik Gurda dataset, as shown in Fig. 10 [4]. 
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(a)  
 

(b) 

Fig. 10. The image augmentation process makes Batik Betawi, and Batik Gurda look similar , (a) Betawi Batik with 
various augmentation, and (b) Batik Gurda with various augmentation 

4. Conclusion 

From the results of this study, the Convolutional Neural Network can be applied to the 
classification problem of batik motives and shows a very good performance with an average 
accuracy rate of 98.5%, AUC of 99.9%, precision level of 98.5%, recall of 98.5%, and F1-score 
of 98.5%. This study uses 7 types of batik motives: Banji, Betawi, Ceplok, Gurda, Kawung, 
Megamendung and Parang. The initial dataset containing batik motives amounted to 215 
images, and after preprocessing with 19 augmentation algorithms, it became 4,047 images 
of batik motives. Then, the augmented dataset is divided into 2 types of datasets, namely 
testing and training testing datasets, which are 1,214 and 2,833, respectively. 

However, despite the high accuracy obtained, there are still errors or misclassifications in 
predicting batik motives from the testing dataset. This is due to the augmentation algorithm, 
which, when applied to an image of a particular motive, will resemble the image of other 
dissimilar batik motives. Then, the next cause of misclassification is because the image 
dataset of certain batik motives is a mixture of 2 or more types of batik. This will make the 
model doubt in determining the type of batik that should be chosen. This research is not 
perfect, so it needs to be improved for the effectiveness of the augmentation algorithm used 
in the future. Thus, errors or misclassification of the model can be minimized. 
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