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 Reducing noise and increasing image contrast is part of the purpose of 

enhancing image quality; instead, it will impact change the diversity of 

information in the image based on the Shannon entropy value. Decrease 

quality caused by noise salt and pepper in this research or abnormal contrast 

in the image causes objects in the image to become unclear. Low contrast has 

a major impact on image quality, including noise reduction processes 

affecting image information so that the quality of the reduced image becomes 

something to consider for large noise. Iterative Denoising and Backward 

Projections with CNN (IDBP-CNN) and Different Applied Median Filter 

(DAMF) is a good solution for denoising a large percentage of noise with 

good quality results image. In other research for contrast enhancement, 

Triangular Fuzzy Membership-Contrast Limited Adaptive Histogram 

Equalization (TFM-CLAHE) and Adaptive Fuzzy Contrast Enhancement 

Algorithm with Details Preserving (AFCEDP) is claimed to a good solution to 

solve low contrast of the image. Therefore, this study is to find the best 

combination of denoising and contrast enhancement to get good image results 

with step denoising followed by contrast enhancement. Based on the 

experimental testing is got the best combination is the DAMF + AFCEDP 

algorithm with an average of PSNR 35dB and an average difference Shannon 

entropy of 0.0130. 
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1. INTRODUCTION  

Reducing noise and increasing image contrast is part of enhancing image quality. Instead, it will impact 

changing the diversity of information in the image based on the Shannon entropy value [1][2][3]. Decrease 

quality caused by noise or abnormal contrast in the image causes objects in the image to become unclear 

[4][5][6], but this can happen causes many things, such as the device used creating noise or cannot produce 

normal contrast or it can also occur during the process of sending images through the network there is a 

decrease in quality due to compression in the image [7][8]. Salt and pepper is a kind of noise that is often 

dissolved in image processing, but on the other side, low contrast also has a major impact on image quality 

[9][10][11]. Large noise reduction processes affect image information so that the quality of the reduced 

image becomes something to consider for large noise [12][13][14]. The problem of images with noise and 

also low contrast, in the end, becomes an important thing to be solved so that the data processing process in 

the image is not hampered for the next stage either for object identification, pattern recognition, or other 

purposes [15][16][17][18]. 

Relevant research for the noise reduction process with a noise distribution percentage of 45% using the 

Adaptive Fuzzy Filter (AFF) algorithm with a PSNR result of 28.10 dB [13], Fuzzy Filter one of the 

solutions to solve denoising with big percentage [19][20] with the result still below a good image quality of 

30 dB [21]. However, in 2019 research using the Iterative Denoising and Backward Projections with CNN 

(IDBP-CNN) algorithm was stated to be able to reduce noise up to 51% but with image quality based on 
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PSNR values up to 30 dB, with tests carried out ignoring the contrast of the image [22], in others research 

IDP with CNN has the potential for widespread clinical applications [23]. Another study to improve image 

quality used the Modified Decision-Based Unsymmetrical Trimmed Median Filter (MDBUTMF) algorithm 

substantially outperformed all existing median-based filters in terms of reducing the percentage level of Salt 

and pepper noise and maintaining image detail [24][25][26]. The proposed algorithm is tested against various 

grayscale and color images that get better Peak Signal-to-Noise Ratio (PSNR) and Image Enhancement 

Factor (IEF) at different noise percentages. Conducted further research by comparing the MDBUTMF 

algorithm, Different Applied Median Filter (DAMF), and several other methods using PSNR and Structural 

Similarity (SSIM) for 5 images with 50% noise. The PSNR and SSIM results of the DAMF method were 

31.97 dB and 0.9285, respectively, which were the best results from the compared methods [27]. The image 

is said to be good if the PSNR value is above 30 dB. An image that has a PSNR value below 30 dB is said to 

be degraded and cannot be considered for further analysis [21][28]. However, the Median Filter process for 

all pixels disguises the original image, which is correct and does not need to be corrected and causes a 

decrease in the quality of the improved image [29][30]. 

While the algorithm to increase the contrast of the image uses the Gradient-Based Low Light Image 

Enhancement algorithm with the results of the similarity of the resulting image with the original image up to 

SSIM 7.0077, the impact of the implementation on low contrast images causes noise in the resulting image 

and when the process has repeated the quality of the resulting image decreases [31][32]. In addition, another 

study implemented a contrast enhancement algorithm using the Triangular Fuzzy Membership-Contrast 

Limited Adaptive Histogram Equalization (TFM CLAHE) algorithm, which is claimed to be able to increase 

image contrast with PSNR quality above 20 dB [33], which is better than the Histogram Equalization (HE) 

algorithm, Adaptive HE (AHE), Contrast Limited AHE (CLAHE) [34], both image quality improvement 

algorithms can produce images with PSNR quality above 30 dB. Similar research has been carried out to 

improve image contrast quality by comparing the Adaptive Fuzzy Contrast Enhancement Algorithm with 

Details Preserving (AFCEDP) using the same algorithm, the Adaptive Contrast Enhancement Algorithm. The 

difference is that without using fuzzy, AFCEDP gets better results without reducing information [35]. Image 

significantly [4] also compared the Adaptive Fuzzy Contrast Enhancement Algorithm With Details 

Preserving (AFCEDP) with 2 other types of filters and found that AFCEDP gave better results than the 

compared method.  

Based on the reference, the research contribution is to get the best combination of the denoising and 

contrast enhancement algorithm between the denoising algorithm of DAMF and IDBP-CNN with contrast 

algorithm TFM-Clahe and AFCEDP algorithm has never been tested, so it is necessary to conduct a more in-

depth study in the hope that an ideal model will be found to overcome noise and low contrast with relatively 

better-quality results. This research applies the method to reduce salt and pepper noise with a percentage of 

45% using the Threshold = 192 value for the reference iteration process of noise reduction [36], and the 

contrast method is used to improve the contrast of dark low-contrast images. Analysis of combination method 

noise reduction and contrast enhancement measurement image quality based on MSE and PSNR values. To 

determine the difference in information diversity in the resulting image compared to the original image with 

the Shannon entropy method after the two image quality improvement processes were carried out. 

 

2. METHOD  

2.1. Iterative Denoising and Backward Projections with CNN (IDBP-CNN) 

The proposed algorithm, which we call Iterative Denoising and Backward Projections (IDBP) with 

Convolution Neural Network (CNN), is presented in the algorithm as 

Input:   H, y, σe, denoising operator 𝒟(∙;  σ), stopping criteria, 𝒴 = H𝓍 + e, such that e ~ 

𝒩 (0, σe
2 Im) and 𝓍 is an unknown signal whose prior model is specified by 𝒟(∙;  σ) 

Output:  𝓍 an estimate for 𝓍 

Initialization: 𝒴̃0 = some initialization, k = 0, δ approx. 

while {stopping criterion not met} do 

 𝑘 = 𝑘 + 1; (1) 

 𝓍k =  𝒟(𝒴̃k − 1; σe + δ); (2) 

Requires a single DNN (convolution+Re-LU) for each inverse problem, as do not modify δ between 

iterations to get 𝓍k [36] 

 𝒴̃k = H
†y + (In − H

† H)𝓍k; (3) 

end 
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𝒳̂ =  𝒳k; 
 

2.2. TFM-Clahe Method 

TFM-CLAHE provides automatic, image variant fuzzy clip-limit for limiting contrast and resulting in 

the enhanced image. The clipped portion of the histogram that surpasses the clip limit is redistributed among 

all histogram bins equally. The triangular fuzzy membership function (TFM) takes three values as inputs 

which form the minimum, maximum, and mean values of the image’s pixel intensities in the considered 

window and computes the fuzzy 𝜇1(𝑃𝑟𝛽) which determines the clipping parameters for the image. These 

become input for parameters 𝑎, 𝑏, and 𝑐 of the triangular membership function. The value returned by TFM 

ranges between 0 and 1, and clipping is done accordingly. Those intensity values that exceed the calculated 

clipping limit are redistributed as in CLAHE, thus resulting in a smoothened histogram. A triangular fuzzy 

number computed by the membership function is denoted by TM = (𝑎, 𝑏, 𝑐). The mathematical formulation 

of TFM is given by  

 

𝜇1(𝑃𝑟𝛽) =  

{
  
 

  
 

0     𝑃𝑟𝛽 < 𝑎

𝑃𝑟𝛽 − 𝑎

𝑏 − 𝑎
    𝑎 ≤  𝑃𝑟𝛽  ≤ 𝑏

𝐶 − 𝑃𝑟𝛽
𝑐 − 𝑏

       0     𝑃𝑟𝛽 > 𝑐

  𝑏 ≤  𝑃𝑟𝛽  ≤ 𝑐

 

(4) 

Where the parameters {𝑎, 𝑏, 𝑐} (with 𝑎 < 𝑏 < 𝑐) determine 𝜇1(𝑃𝑟𝛽) coordinates of the three corners of the 

underlying TFM. Here 𝜇1(𝑃𝑟𝛽) denotes the image dependant clipping parameter. The point 𝑏, with 𝑎 

membership value of 1, is the mean value, and 𝑎 and 𝑐 are the left-hand spread and right-hand spread of 𝑃𝑟𝛽 

[33]. 

 

2.3. Different Applied Median Filter (DAMF) 

Different Applied Median Filter (DAMF) in denoising process using grayscale images and get average 

values [27] with details step on below: 

Step 1: Let  𝐴:= [𝑎𝑖𝑗]𝑚×𝑛 be an image matrix (𝑖𝑚) such that 𝑎𝑖𝑗  is an unsigned integer number, and 0 ≤ 

𝑎𝑖𝑗≤255. The 𝑎𝑖𝑗  is called a noisy entry of 𝐴 if 𝑎𝑖𝑗 = 0 or 𝑎𝑖𝑗 = 255 otherwise 𝑎𝑖𝑗  is called 𝑎 regular entry of 

𝐴. 

Step 2: Let 𝐴 be an 𝑖𝑚. Then 𝐴 is called 𝑎 noise image matrix (𝑛𝑖𝑚) if for some 𝑖 and 𝑗, 𝑎𝑖𝑗  is a noisy entry 

𝐴. 

Step 3: Let 𝐴 be 𝑛𝑖𝑚. Then the matrix 𝐵:= [𝑏𝑖𝑗]𝑚×𝑛 is called the binary matrix of 𝐴 where 

 

𝐵𝑖𝑗 = {
0,
1,
 𝑎𝑖𝑗  is a noisy entry of 𝐴

Otherwise
}
 

(5) 

Step 4: Let 𝐴:= [𝑏𝑖𝑗]𝑚×𝑛 and 𝑡 є {1, 2, … ,min{𝑚, 𝑛}}. Then the matrix 𝑃𝐴
𝑡: = [𝑃𝑟𝑠](𝑚+2𝑡)×(𝑛+2𝑡) is called the 

t-symmetric pad matrix of 𝐴 and is denoted as [27] 

[
 
 
 
 
 
 
 
 
 
 
 
 

 

𝑎𝑡𝑡        ⋯         𝑎𝑡1            𝑎𝑡1               𝑎𝑡2              ⋯           𝑎𝑡𝑛               𝑎𝑡𝑛          ⋯   𝑎𝑡(𝑛−𝑡+1) 
⋮          ⋱            ⋮                 ⋮                   ⋮                  ⋱             ⋮                    ⋮             ⋯            ⋮     

 𝑎1𝑡        ⋯         𝑎11            𝑎11               𝑎12              ⋯           𝑎1𝑛               𝑎1𝑛          ⋯   𝑎1(𝑛−1+1) 
 𝑎1𝑡        ⋯         𝑎11            𝑎11               𝑎12              ⋯           𝑎1𝑛               𝑎1𝑛          ⋯   𝑎1(𝑛−1+1) 
 𝑎2𝑡        ⋯         𝑎21            𝑎21               𝑎22              ⋯           𝑎2𝑛               𝑎2𝑛          ⋯   𝑎2(𝑛−1+1) 
 𝑎3𝑡        ⋯         𝑎31            𝑎31               𝑎32              ⋯           𝑎3𝑛               𝑎3𝑛          ⋯   𝑎3(𝑛−1+1) 
⋮          ⋱            ⋮                 ⋮                   ⋮                  ⋱             ⋮                    ⋮             ⋯            ⋮     

 𝑎𝑚𝑡        ⋯         𝑎𝑚1            𝑎𝑚1             𝑎𝑚2             ⋯           𝑎𝑚𝑛              𝑎𝑚𝑛          ⋯    𝑎𝑚(𝑛−1+1) 
 𝑎𝑚𝑡        ⋯         𝑎𝑚1            𝑎𝑚1             𝑎𝑚2             ⋯           𝑎𝑚𝑛              𝑎𝑚𝑛          ⋯    𝑎𝑚(𝑛−1+1) 

⋮          ⋱            ⋮                 ⋮                   ⋮                  ⋱             ⋮                    ⋮             ⋯            ⋮     
⋮          ⋱            ⋮                 ⋮                   ⋮                  ⋱             ⋮                    ⋮             ⋯            ⋮     

𝑎(𝑚−𝑡+1)𝑡  ⋯   𝑎(𝑚−𝑡+1)1   𝑎(𝑚−𝑡+1)1    𝑎(𝑚−𝑡+1)2     ⋯    𝑎(𝑚−𝑡+1)𝑛    𝑎(𝑚−𝑡+1)𝑛    ⋯   𝑎(𝑚−𝑡+1)(𝑛−𝑡)]
 
 
 
 
 
 
 
 
 
 
 
 
 

(6) 

Step 5: Let 𝐴:= [𝑎𝑖𝑗]𝑚 𝑥 𝑛, 𝑃𝐴
𝑡 be t-symmetric pad matrix of 𝐴 and 𝑘 є {1, 2, … , 𝑡}. Then the matrix, denoted 

by 𝐴𝑖𝑗
𝑘 , is called the 𝑘-approximate matrix of 𝑎𝑖𝑗  in 𝑃𝐴

𝑡 
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 [

𝑃(𝑖+𝑡−𝑘)(𝑗+𝑡−𝑘) ⋯ 𝑃(𝑖+𝑡−𝑘)(𝑗+𝑡+𝑘)
⋮ 𝑃(𝑖+𝑡)(𝑗+𝑡) ⋮

𝑃(𝑖+𝑡−𝑘)(𝑗+𝑡−𝑘) ⋯ 𝑃(𝑖+𝑡−𝑘)(𝑗+𝑡+𝑘)

]

(2𝑘+1)×(2𝑘+1)

 (7) 

Step 6: Let 𝐴𝑖𝑗
𝑘  be 𝑎 𝑘-approximate matrix. Then the matrix 𝐻𝑖𝑗

𝑘 = [ℎ1𝑢]1×(2𝑘+1)2  consisting of all entries of 

𝐴𝑖𝑗
𝑘  and non-decreasing is called row matrix or entry matrix (𝑒𝑚) of 𝐴𝑖𝑗

𝑘  

Step 7: Let 𝐴𝑖𝑗
𝑘  be 𝑎 𝑘-approximate matrix. Then the matrix 𝑅𝑖𝑗

𝑘 = [𝑟1𝑣] consisting of all regular entries of 𝐴𝑖𝑗
𝑘  

and non-decreasing is called regular row matrix or regular entry (rem) of 𝐴𝑖𝑗
𝑘  

Step 8: Let 𝑅𝑖𝑗
𝑘 = [𝑟1𝑣]1×𝑤be the rem of 𝐴𝑖𝑗

𝑘  the value 

 𝑚𝑅𝑖𝑗
𝑘 ∶= {      𝑤

2
 ∈ 𝑍

𝑤+1
2

 ∈ 𝑍

1
2
(𝑟
1
𝑤
2
 + 𝑟

1(
𝑤+2
2 )

)

𝑟1(
𝑤+1
2

)           ,
} (8) 

It is called media of 𝑅𝑖𝑗
𝑘  

Step 9: A matrix with all its entries being zero is called a zero or null matrix and is denoted 

 

2.4. Adaptive Fuzzy Contrast Enhancement with Details Preserving (AFCEDP) 

The proposed AFCEDP algorithm comprises 4 stages as 

1. Determination of the membership function  

2. Computation of the degree of membership 

3. Defining three plateau functions and computation of the clipping limit, and; 

4. Clipping and equalization of the histogram 

 

2.4.1. Determination of the membership function 

The proposed AFCEDP technique defines a trapezoidal-shaped membership function at threshold 

values of 85 and 170. The membership functions for low-, middle- and high-level images, respectively, are 

shown as 

 

𝜇𝑙𝑜𝑤(𝑘) =  {

0
95 − 𝑘
20
1

 ,

, 𝑓𝑜𝑟 𝑘 > 95
𝑓𝑜𝑟 75 ≤ 𝑘 ≤ 95

, 𝑓𝑜𝑟 𝑘 < 75
 

𝜇𝑙𝑜𝑤(𝑘) =

{
 
 

 
 

0, 𝑓𝑜𝑟 (𝑘 < 75) ∪ (𝑘 > 180)

𝑘 − 75

20
, 𝑓𝑜𝑟 75 ≤ 𝑘 ≤ 95

1, 𝑓𝑜𝑟 95 ≤ 𝑘 ≤ 160
180 − 𝑘

20
,  𝑓𝑜𝑟 160 ≤ 𝑘 ≤ 180

 

𝜇𝑙𝑜𝑤(𝑘) =  {

0
𝑘 − 160
20
1

 ,

, 𝑓𝑜𝑟 𝑘 < 160
𝑓𝑜𝑟 160 ≤ 𝑘 ≤ 180

, 𝑓𝑜𝑟 𝑘 > 180
 

(9) 

where 𝑘 is the intensity of the pixels in the image. 

 

2.4.2. Computation of the Degree of Membership 

In order to obtain the reference intensity for the trapezoidal membership function, the degree of 

belonging of an image to the three categories using partition is computed. The three categories, low-, middle- 

and high-level images, previously implemented in the conventional ACEDP, are used as reference. The 

image’s reference intensity, 𝜆, can be computed using Eq. (10). 

 𝜆 = (𝑙𝑜𝑤_𝑝𝑎𝑟𝑡 × 43) + (𝑚𝑖𝑑_𝑝𝑎𝑟𝑡 × 128) + (ℎ𝑖𝑔ℎ_𝑝𝑎𝑟𝑡 × 213) (10) 

 

2.4.3. Defining Three Plateau Functions and Computation of the Clipping Limit 

The AFCEDP technique employs the same clipping functions as the conventional ACEDP technique. 

As described in the conventional ACEDP, the acceptable range for the slopes 𝑐1 and 𝑐2 is [-0.015, -0.005] 
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and [0.005, 0.007], respectively. In the proposed AFCEDP technique, the same values for 𝑐1 and 𝑐2 as 

employed in the conventional ACEDP technique are used for a fair comparison of the final results. The 

values for 𝑐1 and 𝑐2 are -0.01 and 0.007, respectively. Based on the reference intensity, 𝜆, and the plateau 

functions, the AFCEDP technique implements the final clipping function, (𝜎)𝑘, using Eq. (11) 

 𝜎(𝑘) = [𝜇𝑙𝑜𝑤 (𝜆) × 𝑙𝑒𝑣𝑒𝑙𝑙𝑜𝑤  (𝑘) ] + [𝜇𝑚𝑖𝑑  (𝜆) × 𝑙𝑒𝑣𝑒𝑙𝑚𝑖𝑑  (𝑘)] + [𝜇ℎ𝑖𝑔ℎ (𝜆) × 𝑙𝑒𝑣𝑒𝑙ℎ𝑖𝑔ℎ  (𝑘)] (11) 

 

2.4.4. Clipping and Equalization of the Histogram 

The clipping function 𝜎(𝑘) provides the clipping limit at each gray level. Consider an input grayscale 

image. The histogram of the image, 𝐻(𝑘), is defined as: 

 𝐻(𝑘) = 𝑛𝑘, 𝑓𝑜𝑟 𝑘 = 0,1, ……… . . , 𝐿 − 1 (12) 

Where 𝑛𝑘 is the occurrence of intensity 𝑘 in the image, and 𝐿 is the total number of gray levels in the image. 

The probability density function (PDF) of the image 𝑝(𝑘) is defined as: 

 𝑝(𝑘) =  
𝐻(𝑘)

𝑁
, 𝑓𝑜𝑟 𝑘 = 0,1, ……… , 𝐿 − 1 (13) 

Where 𝑁 is the total number of pixels in the image, the cumulative density function (CDF), 𝑐(𝑘) is defined 

as: 

 𝑐(𝑘) =  ∑𝑝(𝑖), 𝑓𝑜𝑟 𝑘 = 0,1, ……… , 𝐿 − 1

𝑘

𝑖=0

 (14) 

HE involves mapping input gray levels 𝑘 into output gray level 𝑓(𝑘), where the transformation function 𝑓(𝑘) 
is defined as: 

 
𝑓(𝑘) =  𝑋0 + (𝑋𝐿−1 − 𝑋0). 𝑐(𝑘) (15) 

Where 𝑋0 and 𝑋𝐿−1 represent the lowest and highest gray levels, respectively. HE remaps the input image 

into the entire dynamic range [𝑋0, 𝑋𝐿−1]. In the proposed AFCEDP technique, the PDF of the input image is 

limited to the clipping function, as shown in Eq. (12) 

 
𝑛𝑒𝑤_𝑝(𝑘) = min(𝑝(𝑘), 𝜎(𝑘)),  𝑓𝑜𝑟 𝑘 = 0, 𝐿 − 1 (16) 

The CDF of the enhanced image can be computed using Eq. (13), 

 

𝑐(𝑘) =  ∑𝑛𝑒𝑤_𝑝(𝑖),

𝑘

𝑖=0

 𝑓𝑜𝑟 𝑘 = 0,1…………… . . , 𝐿 − 1
 

(17) 

Finally, the transformation function of the AFCEDP technique can be represented in Eq. (15) and Eq. (17) 

2.5. Measurement method 

2.5.1. PSNR 

The metric adopted to measure the signal-to-noise ratio of an image is the PSNR. Given the original 

infrared image 𝐼 and the infrared image with enhancement 𝐼𝐸𝑁 where the size of the images is M×N, the 

PSNR between 𝐼 and 𝐼𝐸𝑁 is given by [37] 

 

𝑃𝑆𝑁𝑅 (𝐼, 𝐼𝐸) = 10 ∗  𝑙𝑜𝑔10  (
𝐿 − 12

𝑀𝑆𝐸(𝐼, 𝐼𝐸)
)

 
(18) 

 
2.5.2. Mean Squared Error (MSE) 

MSE is the most common estimator of image quality measurement metrics. It is a full reference metric, 

and the values closer to zero are better. It is the second moment of the error. The variance of the estimator 

and its bias are both incorporated with the mean squared error. The MSE is the variance of the estimator in 

the case of the unbiased estimator. It has the same units of measurement as the square of the quantity being 

calculated, like variance. The error is the difference between the estimator and the estimated outcome. It is a 

function of risk, considering the expected value of the squared error loss or quadratic loss. Mean Squared 

Error (MSE) between two images such as 𝐼(𝑢, 𝑣) and  𝐼𝐸𝑁(𝑢, 𝑣) is defined as [37]: 
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𝑀𝑆𝐸 (𝐼, 𝐼𝐸) =
1

𝑀 𝑥 𝑁
 ∑ ∑ (𝐼(𝑢, 𝑣) − 𝐼𝐸𝑁(𝑢, 𝑣))

2
𝑁−1

𝑣=0

𝑀−1

𝑢=0

 
(19) 

 

2.5.3. Shannon Entropy (SE) 

In the field of information theory, entropy, also called the entropy of information and Shannon’s 

entropy, measures the uncertainty of a source of information [38]. The Shannon entropy can measure the 

uncertainty of a random process. Rolling element machinery without failure tends to generate a more random 

signal, and the machine with failure usually tends to have a more deterministic signal; i.e., the Shannon 

entropy will be different [39]. Shannon’s entropy is defined as: 

 

𝐸 =  − ∑𝑝𝑖  𝐿𝑜𝑔 𝑝𝑖

𝑁

𝑖=0

 
(20) 

Where N is the total number of observed events, and pi is the probability of the 𝑖 event. 

 

2.6. Dataset 

According to many objects in all datasets, then choose to use 10 images that represent distribution 

objects in images. The dataset used in this study is taken from the Brno University of Technology website 

[40] with as many as 10 images in grayscale. Table 1 presents a brief description of the dataset used in this 

study. All of the datasets in Table 1 are images of PNG extension with the percentage of salt and pepper 

noise in the amount of 45%. 

Table 1. Dataset 

No. Name Original Images Images with 45% Noise 

1. Image-1.png 

  
2. Image-2.png 

  
3. Image-3.png 

  
4. Image-4.png 
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No. Name Original Images Images with 45% Noise 

5. Image-5.png 

  
6. Image-6.png 

 
 

7. Image-7.png 

  
8. Image-8.png 

  

9. Image-9.png 

  
10. Image-10.png 

  

 

2.7. Research method 

This research is experimental research to find out the best combination of some algorithms for 

denoising and contrast enhancement using measurement of this combination with PSNR and Shannon 

Entropy values. The research steps are presented in Fig. 1. 
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3. RESULTS AND DISCUSSION  

The main process of this research using the combinations of methods is to reduce noise and increase the 

contrast of images of the dataset. The dataset in Table 1 is denoising and contrast enhancement using IDBP-

CNN and DAMF algorithms. After that, improve contrast enhancement using TFM-Clahe and AFCEDP 

algorithm. The results of the reduction and contrast enhancement will be compared to the original image, 

which improves contrast enhancement too, just to make a fair result that is shown in Fig. 1. 

Images Denoising

IDBP-CNN and DAMF 
Algorithm

Image Acquisition

Pra-processing

Original Contrast 
Enhancement with TFM-Clahe 

and AFCEDP Algorithm

Evaluation of combination

MSE, PSNR and SE

Combination of algorithms

IDBP-CNN + TFM-CLAHE
IDBP-CNN + AFCEDP

and
DAMF + TFM-CLAHE

DAMF + AFCEDP

 
Fig.  1. Research flowchart 

Explanation of flowchart in Fig. 1, showed process start with Image Acquisition of grayscale images 

45% noise, and in pra-processing to purpose to get fairness of measurement PSNR comparing original image 

and result in images, need to enhanced contrast with TFM-Clahe and AFCEDP algorithm, next step is 

denoising images with IDBP-CNN and DAMF algorithm, and continue solving low contrast with combine 

TFM-Clahe and AFCEDP algorithm, at the end of step get measurement quality of images to result with 

PSNR and SE. 

The main objective of this research is to find out the best combination of denoising and contrast 

enhancement algorithm based on PSNR and SE values with a combination of: 

a) IDBP-CNN algorithm + TFM-Clahe algorithm 

b) IDBP-CNN algorithm + AFCEDP algorithm 

c) DAMF algorithm + TFM-Clahe algorithm 

d) DAMF algorithm + AFCEDP algorithm 

 

Fig. 1 is shown the original images, which are low-contrast images that need to get pre-processing to 

implement contrast enhancement with TFM-Clahe and AFCEDP to get a fair result image before getting 

measurement using PSNR and Shannon entropy according to the deviation of original and result image. 

Table 2 and Table 3 show the result of implementing the algorithm combination according to the testing 

scenario to denoising 45% noise salt and contrast enhancement as shown in the table. 

 

3.1. Combination of IDBP-CNN algorithm and TFM-Clahe algorithm (IDBP-CNN + TFM-Clahe) 

The first combination of experimental to solve problem noise with 45% and low contrast of images using 

IDBP-CNN + TFM-Clahe get the result shown in Fig. 2 with the quality of Images according to PSNR is 

above 32.60 dB. The best quality of images in Image 5 by PSNR value 34.60 dB and average deviation of 

information image using Shannon entropy are 0.061. 
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Table 2. Result of implementation of combining algorithm-1 
Images with 45% Noise IDBP-CNN+TFM Clahe IDBP-CNN+AFCEDP 

   

   
 

Table 3. Result of implementation of combining algorithm-2 
Images with 45% Noise DAMF+TFM CLahe DAMF + AFCEDP 

   

   
 

 
Fig. 2. Result of combination IDBP-CNN + TFM Clahe algorithm 
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3.2. Combination of DAMF algorithm and TFM-Clahe algorithm (DAMF + TFM-Clahe) 

The second combination experimental was tested to solve noise with 45% and low contrast of images 

using DAMF + TFM Clahe. The result shown in Fig. 3 with quality of Images according to PSNR is above 

34.00 dB, and the best quality of images in Image 5 by PSNR value 35.90 dB and average deviation of 

information image are 0.014. 

 

 
Fig. 3. Result of combination DAMF + TFM Clahe algorithm 

3.3. Combination of DAMF algorithm and AFCDEP algorithm (DAMF + AFCDEP) 

Third combination, experimental was tested to solve noise with 45% and low contrast of images using 

DAMF + AFCEDP. The result shown in Fig. 4 with the quality of Images according to PSNR is above 33.90 

dB, and the best quality of images in Image 5 by PSNR value 35.90 dB and average deviation of information 

image are 0.014. 

 

 
Fig. 4. Result of combination DAMF + AFCDEP algorithm 

3.4. Combination of IDBP-CNN algorithm and AFCEDP algorithm (IDBP-CNN + AFCEDP-Clahe) 

The last combination experimental was tested to solve noise with 45% and low contrast of images using 

DAMF + AFCEDP. The result shown in Fig. 5 with quality of Images according to PSNR is above 33.10 dB, 

and the best quality of images in Image 1 by PSNR value 42.20 dB and average deviation of information 

image is 0.088. 
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Fig. 5. Result of IDBP-CNN + AFCEDP algorithm 

The result of the PSNR value of each image is not convergent at all. There are some different results for 

each image to every combination, so to get the best conclusion is to get the average of the all-image result, 

and comparing to one-by-one combination, and get the value of the detail shown in Table 4. 

Table 4 is shown a combination of the DAMF algorithm and AFCEDP algorithm to get the best result 

image with an average of PSNR 35.11 dB, and the average difference information of the original image with 

the resulting image is 0.013 is the lowest rather than the other combination. Then following, combined with 

the best result, the DAMF algorithm continues TFM Clahe get PSNR 34.91 dB, and combination IDBP-CNN 

algorithm with AFCEDP get PSNR is 34.57 dB, and IDBP-CNN algorithm continues TFM Clahe algorithm 

get PSNR 33.49 dB. Quality of image based on Shannon entropy value is best in DAMF algorithm to 

continue AFCEDP combination with differential 0.013, following the combination of the other DAMF 

algorithm continue TFM Clahe algorithm is 0.014, IDBP-CNN algorithm continue TFM Clahe algorithm is 

0.061, and the last combination IDBP-CNN algorithm continue AFCEDP algorithm is 0.088. In Table 4, the 

combination of IDBP-CNN continues AFCEDP algorithm get the best result image quality with PSNR 42.20 

dB. 

Table 4. Result of combination algorithm 

Name 

Ori + 

TFM 

IDBP-CNN + 

 TFM Clahe 

DAMF +  

TFM Clahe 

Ori + 

AFECDP 

DAMF +  

AFCEDP 

IDBP-CNN +  

AFCEDP 

SE PSNR SE PSNR SE SE PSNR SE PSNR SE 

Image-1 7.48 34.20 7.45 35.80 7.51 7.53 36.20 7.58 42.20 7.37 

Image-2 7.43 33.10 7.34 34.20 7.42 7.51 34.60 7.51 33.50 7.42 

Image-3 7.06 33.50 6.97 34.60 7.10 7.07 34.60 7.12 33.50 6.99 

Image-4 7.11 33.40 7.01 34.70 7.06 7.18 34.90 7.16 33.50 7.10 

Image-5 7.35 34.60 7.32 35.90 7.32 7.46 36.10 7.45 34.60 7.44 

Image-6 7.29 33.80 7.33 35.40 7.24 7.42 34.60 7.35 33.40 7.45 

Image-7 6.06 33.70 6.03 34.90 6.06 6.19 36.00 6.18 34.50 6.14 

Image-8 6.93 33.00 6.82 34.60 6.99 7.10 35.60 7.16 34.00 6.98 

Image-9 6.65 33.00 6.59 35.00 6.75 6.79 33.90 6.81 33.40 6.71 

Image-10 7.19 32.60 7.07 34.00 7.23 7.29 34.60 7.33 33.10 7.18 

Average 7.05 33.49 6.99 34.91 7.07 7.15 35.11 7.17 34.57 7.08 

Deviation   0.061  0.014   0.013  0.088 

 

4. CONCLUSION 

Based according of all tests, the best combination algorithm for denoising and contrast enhancement is 

the DAMF algorithm, which continues with the AFCEDP algorithm, which an average of PSNR is 35.11dB. 

The difference between the Shannon entropy original image and result image is 0.013, and the opposite, the 

worst combination is the IDBP-CNN algorithm and continues with the TFM Clahe algorithm, which an 

average of PSNR 33.49. The worst difference in information image using Shannon entropy is the 
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combination IDBP-CNN algorithm with the AFCEDP algorithm with a value of 0.088. In the future, research 

needs further on the development of processes to identify the object with implementation method to low 

contrast and noise of medical images.  
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