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 Basketball Activity Recognition (BAR) in sports teams, especially in 

basketball, to make statistical analysis of player activity data is currently a 

very important thing. BAR is one part of sports science that recognizes the 

movement of players in each activity, such as dribbling, passing, etc. Sport 

science in the sports business is used as one of the factors of coaches and 

management to determine strategy, starter line-up, check the condition of 

players after injury, etc. the current technology to recognize player activity 

only depends on the object detection method of players' through video 

recordings of players is considered lacking because it only sees the 

perspective of the coach to reduce players as starter line-up and there is no 

logical calculation of why players are not installed as starter line-up. One 

method for recognizing player activity is using a wearable device that has an 

accelerometer and gyroscope sensor with high accuracy. The values from 

those sensors will be classified and recognize their activity, i.e., Dribbling, 

Passing, and Shooting. Smartwatch is one of those wearable devices that meet 

those criteria. For the activity classification process, the use of the K-NN 

classification method is the most appropriate because it has a low 

computational level that is in accordance with the smartwatch specifications. 

The results of the classification using accelerometer sensor data and 

gyroscopes with K-NN as an activity recognition method have an accuracy of 

81.62%, and player activity recognition applications using accelerometer and 

gyroscope sensors can also record the results of player movements for further 

analysis by management and coaches. This is the advantage of this BAR 

application compared to the recognition of player activity using object 

detection on video recordings. 
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1. INTRODUCTION  

Currently, the overview of human activities in the field of sports is quite a trend for researchers engaged 

in the Internet of Things (IoT). Along with the development of wearable device technology that is increasingly 

sophisticated, it has a fairly high sensor sensitivity[1][2][3][4][5][6][7]. Apart from the factors mentioned 

above, it is also due to the need for current sports teams to use Artificial Intelligence as their management 

analysis material consideration from management before they buy new players, looking at the athlete's 

performance after an injury to determine whether the athlete could return to their original performance when 

they were not injured, etc. this is clearly a fundamental thing for sports team [8][9][10].  

The majority of sports teams are aware of the importance of technology-based sports science for all 

sectors of their business analysis. One of the most important assets is their players, who are the spearhead to 
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determine whether their business is going well [11]. The factor of sports science knowledge today is one of the 

main factors for sports teams for why teams are not optimal in matches. In this case, we will make highlight 

the sports team's weakness in terms of their analysis teams, where sports teams are not only in terms of players 

but also in terms of their analysis teams which will be used as a consideration for the coach to design what 

strategies are needed in the match. The analysis team on a sports team plays a very central role, yet, among the 

many objectives or problems they analyzed, quite a few analytical teams analyzed the percentage of movement 

of each player before the game or after the game dynamically [12][13][14].  

Among the many sports that currently available, we chose basketball to be used as the research topic and 

what is the focus of the research. Also, we chose the method for introducing the activities of the players and 

making an activity recognition application from the method used. Referring to previous research, namely the 

use of homemade wearable devices, which have weaknesses in terms of system stability, sensor accuracy is 

quite low, etc. Another alternative is to identify video recordings of players and then use a neural network to 

identify player activities. However, in terms of accuracy or recognizing activities, it is not as sensitive as using 

a wearable device and also could not get the results of changes in player movement dynamically with time 

[15][16][17].  

The use of wearable devices for activity recognition is indeed the best method among other methods [18]. 

One of the most widely used wearable devices today is the smartwatch. Smart-watches currently have 2 main 

sensors, namely an accelerometer and gyroscope, to detect user movement. These two sensors will later be 

used as attribute training data to the introduction of basketball activities, but embedding a neural network in 

smartwatches is currently quite difficult considering the limited computational capacity [19]. Therefore, the 

use of smart-watches in the introduction of human activities must be assisted by a third application to process 

sensor data, such as the cloud, so that sensor data processing is not too burdensome for the performance of the 

smart-watch. One of the smart-watch that currently has open-source features that can access JSON files 

(support firebase) is a smart-watch with Tizen operating system. With the feature to communicate with the 

cloud, it means that the smartwatch could also display recognition data from the cloud. 

This paper makes the following arrangements on the structure of the article: Section 2: The main point of 

this research is to analyze the concept of introducing basketball activities to the x, y, and z angles of the 

accelerometer and gyroscope, the use of machine learning classification methods, application design 

application performance results evaluation with the activity recognition method using machine learning. At the 

same time, this section also analyzes the concept of introducing basketball activities to movement sensors. 

Section 3: Based on the analysis in Section 2, the concept of this basketball activity recognition 

application is to use 2 movement sensors. At the same time, in this section, we make a method introduction in 

detail by explaining the use of machine learning methods, cloud delivery methods, data retrieval methods from 

the cloud, what cloud platform to use, etc. Section 4: Based on the analysis in Section 3, the application design 

on this smartwatch uses the backend and front end of the application. At the same time, this section also 

discusses the design of activity recognition applications. Section 5: To obtain a method of classifying activities 

with high accuracy, this section will also compare the classification method by taking sensor sampling data 

which is then trained. At the same time, this section will also evaluate the results of running the activity 

recognition application. 

 

2. BASKETBALL ACTIVITY RECOGNITION 

2.1. Movement Sensors 

For the activity recognition method using a wearable device, the main thing to note down is the sensitivity 

of the position sensor embedded in the wearable device. The position sensors used here are an accelerometer 

and gyroscope, as shown in Fig. 1. 

 

 
Fig. 1. Accelerometer vector and Gyroscope angular 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 449 

  Vol. 8, No. 3, September 2022, pp. 447-462 

 

 

Basketball Activity Recognition Using Supervised Machine Learning Implemented on Tizen OS Smartwatch (Rosa 

Andrie Asmara) 

In processing motion sensor of data (accelerometer), it is also found that roll, yaw, and pitch have a direct 

effect on the linear movement angle of the accelerometer. A yaw is a counterclockwise rotation of 𝛼 about 

the 𝒵-axis [20][21][22]. The rotation matrix is given by  

 

𝑅𝑧(𝛼) = (
cos⁡(𝛼) −sin⁡(𝑎) 0

sin⁡(𝑎) cos⁡(𝛼) 0
0 0 1

)
 (1) 

Note that the upper left entries of  𝑅𝑧(𝛼) form a 2D rotation applied to 𝑥 and 𝑦 coordinates, whereas the 𝒵 

coordinate remains constant. A pitch is a counterclockwise rotation of 𝛽 about the – 𝑦 axis. The rotation matrix 

is given by 

 

𝑅𝑦(𝛽) = (
cos⁡(𝛽) 0 sin⁡(𝛽)

0 1 0
−sin⁡(𝛽) 0 cos⁡(𝛽)

)

 (2) 

A roll is a counterclockwise rotation of 𝛾 about the 𝒳-axis. The rotation matrix is given by 

 

𝑅𝑥(𝛾) = (
1 0 0
0 cos⁡(𝛾) −sin⁡(𝛾)
0 sin⁡(𝛾) cos⁡(𝛾)

)

 (3) 

For example, the yaw matrix,⁡𝑅𝑧(𝛼) essentially performs a 2D rotation with respect to the 𝑥 and 

the 𝑦 coordinates while leaving the 𝒵 coordinate unchanged [23]. Thus, the third row and third column 

of⁡𝑅𝑧(𝛼)  look like part of the identity matrix, while the upper right portion of 𝑅𝑧(𝛼) looks like the 2D rotation 

matrix. The yaw, pitch, and roll rotations can be used to place a 3D body in any orientation. A single rotation 

matrix can be formed by multiplying the yaw, pitch, and roll rotation matrices to obtain 

 𝑅(𝛼, 𝛽, 𝛾) = 𝑅𝑧(𝛼)𝑅𝑦(𝛽)𝑅𝑥(𝛾) (4) 

It is important to note that 𝑅(𝛼, 𝛽, 𝛾) performs the roll first, then the pitch, and finally, the yaw. If the 

order of these operations is changed, a different rotation matrix would be shown as a result [24]. So, we were 

carefully interpreting the rotations. Consider the final rotation, yaw by 𝛼. 

 

2.2. Basketball Activity Recognition Concept 

The basketball activities that we recognize here are passing, dribbling, and shooting activities. Based on 

the concept of calculating the movement sensor using the accelerometer and gyroscope, each activity is 

influenced by several features resulting from the sensor data above. The following is the effect of sensor 

features on the movement of basketball activities. 

 

a. Dribble Activity 

Among the other basketball activities, dribbling (Fig. 2) has its own characteristics because dribbling 

refers to the y-axis, whether the accelerometer sensor or gyroscope. 

 
Fig. 2. Dribble Activity 

 

Based on Fig. 2, the dribbling activity is strongly influenced by the timestamp between the y+ and y- 

vectors. Likewise, the pitch of the accelerometer comes from the y-axis equator angular of the gyroscope. For 

the timestamp itself, we use interpolation between dribbling activities with the highest timestamp as a 
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reference, and the low timestamp is interpolated according to the highest timestamp with the highest timestamp 

as a reference and the lowest timestamp interpolated according to the highest timestamp. 

 

b. Passing 

Passing activities (Fig. 3) have similarities in the recognition process to shooting activities because 

passing and shooting activities are very much related to the 𝑥-axis on the accelerometer and angular 𝑥-

gyroscope. 

 
Fig. 3. Passing Activity 

 

Based on Fig. 3, passing activity is strongly influenced by the angular angle 𝑥 on the gyroscope. In this 

study, we limit the maximum passing angle to around 90 degrees and the minimum passing angle to around 45 

degrees. 

 

c. Shooting 

Shooting activities (Fig. 4) have similarities with passing activities, except that in this study, we used 

shooting activities > 90 degrees angle on the angular 𝑥 gyroscope. 

 
Fig. 4. Shooting Activity 

 

Based on Fig. 4, shooting activity is also influenced by the angular angle 𝑥 gyroscope, in which, in this 

study, we use a minimum angle of > 90 degrees and a maximum of 135 degrees. To add value to the validation 

of the dataset created, we take the data for shooting activities more than passing and can increase the accuracy 

of the dataset created for the introduction of activities later. 

 

3. METHOD  

3.1. Firebase Real-Time Database 

Firebase Real-time Database is a database that is hosted through the cloud. Data is stored and executed in 

the form of JSON and synchronized in real-time to each connected user. These functions are to make it easier 

for you to manage a database on a fairly large scale [25][26]. When you create a cross-platform / multi-platform 

application using the Android SDK, IOS, or JS (JavaScript), all users will share an instance real-time database 

and receive data updates simultaneously and automatically. Another ability of the Firebase Real-time database 

is to remain responsive even when it is offline because the SDK Firebase Real-time database stores data directly 

to Disk Device or local memory. After the device is connected again to the internet, the user device (user) will 

receive any changes that occur. 

 

3.2. Firebase Machine Learning 

Firebase Machine Learning is a feature that creates an environment data training on communication 

devices in Firebase. In this case, the device sends sensor data to the real-time database and subsequently 

processes and detraining in Firebase Machine Learning to classify players' activities. Next, the results of the 

training data from Firebase Machine Learning gave feedback to the connected device. 
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3.3. K – Nearest Neighbors 

Due to the low level of computing capability of the Smart Watch, the Machine Learning method was 

selected as a method for the introduction of activities and selecting classification methods. One of the most 

widely used classification methods is K-Nearest Neighbor (KNN). KNN is a supervised method which means 

it requires training data to classify objects that are closest to [27]. The working principle of K Nearest 

Neighbors is looking for the closest distance between the data to be evaluated to neighboring (Neighbor) in 

training data. In the training process, documents are grouped manually in accordance with the specified 

categories. After that, the document will go through the pre-processing stage, which will produce weight for 

each word in all training documents. Then, calculate the resemblance of the test document vector with each 

training document that has been classified. To find out the similarity of documents, used the Cosine Similarity 

method. This method can be used to interpret the distance of each document based on the similarity of 

documents. The calculation of distances with the Cosine Similarity method can be seen in Equation (5). 

 (𝑑) = √(𝑥2 − 𝑥1)
2⁡ +⁡(𝑦2 − 𝑦1)

2⁡ (5) 

Sorting the distance based on the smallest (closest) value to the largest (farthest). Then, determine the 

number of neighbors (values K) that we want to use as a reference for the classification process. From this K 

value, the output category is determined based on the nearest Euclidean value. 

 

3.4. Naïve Bayes 

Naïve Bayes Classifier is a classification method that is rooted in the Bayes theorem. The main 

characteristic of the Naïve Bayes Classifier is a very strong assumption (Naïve) will be the independence of 

each condition/incidence [28]. Before explaining the Naïve Bayes Classifier, it will be explained in advance 

the Bayes theorem, which is the basis of the method. In the Bayes theorem, if there are two separate events (for 

example, A and B), the Bayes theorem is formulated as follows: 

 
𝑃(𝐴|𝐵) = ⁡

𝑃(𝐴)

𝑃(𝐵)
⁡𝑃(𝐵|𝐴)

 
(6) 

The formula above explains that the probability of entering a sample of certain characteristics in class C 

(Posterior) is the probability of the appearance of class C (before the inclusion of the sample, often called a 

prior) multiplied by the probability of the occurrence of the sample characteristics in class C (also called 

likelihood), divided by the probability emergence of sample characteristics globally (also called evidence). 

Therefore, the above formula can also be written as follows: 

 
𝑒 = ⁡

𝑖 × 𝑢

𝑣

 
(7) 

Evidence value is always fixed for each class in one sample. The value of the posterior will be compared 

with the value of the posterior value of other classes to determine to what class a sample will be classified. 

Further elaboration of the Bayes equation describes (A|B1,…,Bn) use the multiplication rule as follows: 

 𝑃(𝐴|𝐵1,… , 𝐵𝑛) = ⁡𝑃(𝐴)𝑃(𝐵1,… , 𝐵𝑛|𝐴) = ⁡𝑃(𝐴)𝑃(𝐵1|𝐴)(𝐵2,… , 𝐵𝑛|𝐴, 𝐵1) (8) 

It can be seen that the result of the elaboration causes more and more complex conditional factors that 

affect the probability value, which is almost impossible to analyze one by one. As a result, the calculation 

becomes difficult to do. This is where the assumption of very high (naive) independence is used, that each clue 

is independent of the others. Equation (9) is a model of  Naive Bayes Theorema, which will then be used in the 

classification process. For classification with continuous data, the Gaussian Density formula is used as follows: 

 

𝑃 = (𝑋𝑖 =⁡𝑥𝑖|𝑌𝑖 =⁡𝑦𝑖) = ⁡
1

√2𝜋𝜎𝑖𝑗
𝑒
−
(𝑥𝑖−𝑢𝑖𝑗)

2

2𝜎2𝑖𝑗  (9) 

 

𝜇 = ⁡
1

𝑛
⁡∑𝑥𝑖

𝑛

𝑖=0

 (10) 

 

𝜎 = ⁡ [
1

𝑛 − 1
⁡∑(𝑥𝑖 − 𝜇)2
𝑛

𝑖=1

]

0.5

 (11) 
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3.5. Support Vector Machine  

Fig. 5. shows some patterns that are members of two classes: +1 and –1. The patterns belonging to class 

-1 are symbolized by red (squares), while patterns in class +1 are symbolized by yellow (circles). Classification 

problems can be translated by trying to find a line (hyperplane) that separates the two groups. The best 

separating hyperplane between the two classes can be found by measuring the hyperplane margin. And find 

the maximum point. Margin is the distance between the hyperplane and the closest pattern of each class. This 

closest pattern is called a support vector. The solid line in the image shows the best hyperplane, which is located 

right in the middle of the two classes, while the red and yellow dots in the black circle are support vectors [29]. 

The efforts to find the location of this hyperplane are the core of the learning process in Support Vector Machine 

(SVM). 

The hyperplane (decision boundary), like in Fig. 6, is the best separating way between the two classes 

that can be found by measuring the margin of the hyperplane and finding its maximum point. Margin is the 

distance between the hyperplane and the closest data from each class. This closest data is called the support 

vector. Since there are so many decision boundaries that can not be modeled by a linear form or equation, we 

must model the decision boundary as a non-linear function. The support vector classifier extension is a support 

vector machine that uses kernel techniques. A kernel function transforms data into another space (usually a 

higher dimension). This transformed data (at higher dimensions), we expect to be separated by a linear function. 

Suppose we look back at the original dimension, the decision boundary in the new dimension models a non-

linear decision boundary in the original dimension. This is illustrated in Fig. 7. 

 

 
Fig. 5. Hyperplane Between 2 Class for Support Vector Classifier 

 

 
Fig. 6. Perfect Hyperplane for Support Vector Classifier 

 

 
Fig. 7. Transform Illustration data of Support Vector Machine 

 

There are many functions of this kernel, some of which are well-known, such as the Polynomial Kernel is 

 𝑘(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖𝑥𝑗 + 1)𝑑 (12) 
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The Radial Basis Function Kernel is 

 
𝑘(𝑥, 𝑦) = 𝑒𝑥𝑝 −

|𝑥 − 𝑦|2

2𝜎2
 (13) 

The difference between a support vector machine (SVM) and a support vector classifier is the integration 

of kernel functions into the model. Before discussing how kernel functions are integrated with SVM, let's 

discuss a little more about the support vector classifier. A support vector classifier that fulfills all these 

constraints can be represented as Equation (13), where the 𝑥′ represents a new data, 𝑥𝑖 is an instance of the 

training data, and N is the number of training data. The operation (𝑥′, 𝑥𝑖) represents the inner product. How to 

calculate the inner product of two vectors is given in Equation (14), where the F represents the length of the 

vector. The inner product can be interpreted as a calculation of the similarity of two vectors. 

 

𝑓(𝑥′) = 𝛽0 +∑𝛼𝑖(𝑥
′, 𝑥𝑖)

𝑛

𝑖=0

 
(14) 

 

(𝑎, 𝑏) = ∑𝛼𝑗𝑏𝑗

𝐹

𝑗=1

 

(15) 

To calculate β parameter and α in Equation (15), we need the (N/2) combination of instance pairs that 

exist in the training data. However, when it passes a new input to the equation, we are actually simply 

calculating how close (similar) the inputs are to the support vectors. This is because 0 for instances other than 

support vectors, etc., is set to only nonzero for support vectors. That is, the classification decision depends on 

the choice of support vectors. 

 

3.6. Decision Tree 

Fig. 8 is the model of the decision tree is the most widely used algorithm for classification problems. A 

decision tree consists of several nodes, namely the tree's root, internal nodes, and leaves. The concept of entropy 

is used to determine which attributes a tree will split. In the decision tree, each internal node divides the space 

into two or more according to a discrete function of the input value attribute. In the simplest and most frequent 

cases, each test assumes it has a single attribute, so the empty partitioned space is matched to the attribute value 

[30]. Classification using decision trees is carried out by routing from the root node to the leaf node. Decision 

tree algorithms include ID3, C4.5, C5.0, and CART. After the Decision Tree is built, each case is assigned to 

each of 𝑗 leaf, which is 𝑗 = 1. . . 𝑁 with 𝑤𝑖𝑗’s weight is 0 or 1 if each test attribute is known for 𝑖. At first, the 

entire population forms the roots of different trees, so in order to produce various tree branches, the selected 

features are distinguished from the population characteristics. This feature is called a test which generates a 

new child node. The power of discrimination can be measured by the Shannon entropy gains G. The higher the 

entropy of a sample, the more impure the sample is when the algorithm in this method uses the concept of 

entropy. The concept of Entropy is used to measure "how informative" a node is (which is usually called how 

good it is). Entropy (𝑆) = 0, if all examples of 𝑆 are in the same class. Entropi(𝑆) = 1, if the number of positive 

samples and the number of negative samples in 𝑆 are the same. 0 <  Entropy (𝑆) < 1, if the number of positive 

and negative samples in 𝑆 are not the same. 

 

 
Fig. 8. The Model of Decision Tree 

 

The formula used to calculate the entropy of sample 𝑆 is 
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𝑆 = ⁡∑−𝑝𝑗 ⁡𝑙𝑜𝑔2⁡𝑝𝑗

𝑛

𝑗=1

 (16) 

After getting the entropy value, the attribute selection is made with the largest information gain value. 

 

𝐴 = 𝑆 −∑
|𝑆𝑖|

|𝑆|
𝑥⁡(𝑆𝑖)

𝑛

𝑖=1

 (17) 

 

4. APPLICATION AND SYSTEM DESIGN 

In designing the system and application activity recognition, we use Tizen Studio Web Apps, which 

consists of a front end and a back end. Also, the use of other features of the cloud platform that used is machine 

learning firebase which is very helpful for shortening the test time without a third application, as in Fig. 9. 

 

 
Fig. 9. Recognition Method of Basketball Activity Recognition 

 

4.1. Back end 

The Back End of Tizen studio uses the Javascript programming language. To open access from software 

on the smartwatch to get sensor API data, we have to register privileges on Tizen Studio by accessing the 

sensors that we will use, namely the accelerometer and gyroscope [31][32][33][34]. For the back end itself, we 

focus on sending sensor data to the firebase real-time database, and vice versa smartwatches can retrieve data 

from firebase to be displayed on the smartwatch display. After gaining access from the Tizen Studio sensor 

API from the Tizen Studio privilege system, the smart-watch can then be used to send sensor data to the 

Firebase Real-time Database and vice versa to download sensors from Firebase, as shown in Fig. 10. 

 
Fig. 10.  Backend Framework of Basketball Activity Recognition 
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4.2. Front End  

The Front End in designing the Basketball activity recognition application is needed to see the response 

time for sending data and downloading data. Therefore, in designing the front end of this application, we not 

only display the data from the introduction on Firebase Machine Learning, but we also display sensor data to 

facilitate the validation process. The main task of the front end here is to display the sensor data sent and the 

classification data downloaded from the cloud, as shown in Fig. 11. 

 

 
Fig. 11. Frontend Framework of Basketball Activity Recognition 

 

5. RESULT AND DISCUSSION 

In the test results in this section, we will divide the analysis into the analysis of the results of running the 

application and the analysis of the results of the introduction using machine learning. 

 

5.1. Classifier Result 

Before training the censor data to find which kind of classifications method that has the highest accuracy, 

we must first go through the design of the dataset (Fig. 12). The design of the dataset was carried out after the 

censor data obtained from the smart-watch with a total number of 921 iterations which were divided into 307 

iterations/activities for 3.07 seconds with the specifications being made to 20 Hz for each recognized activity 

(passing, shooting, dribble) resulting from data selection with a high-pass filter and data interpolation to 

balance data for high validation values. 

 

 
Fig. 12. Dataset in Time Domain 

 

Referring to Fig. 12, the sensor data sent from the smartwatch to the firebase is still in the form of a time 

domain signal. Therefore we need to process the data from the sensor into a frequency domain form and apply 

high pass filtering to make it easier to select flat signals (activities that are not detected), see Fig. 13. 

 

 
Fig. 13. Dataset after filtering using high pass 
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After the Flat Signal has been deleted, then we use the selected dataset as material for training data. To 

determine the classification method as a material for comparison in this study, we first conduct a data training 

process on 4 classification methods. With the training process, we can see the accuracy of the types of 

classification methods, in this case, KNN, Naïve Bayes, Decision Tree, and SVM. K – Nearest Neighbors result 

is shown in Fig. 14. 

 

 
Fig. 14. Confusion Matrix of KNN 

 

The results of the introduction of activities using the KNN method, the dribble activity, has a single 

accuracy better than the other two activities. For more detailed activity classification results, see Table 1. 

 

Table 1. Result of KNN 

Activity 
Recognition Result 

Accuracy Precision Recall 

Dribble 95% 94% 97% 

Passing 71% 74% 68% 

Shooting  78% 77% 79% 

 

For a further and complete analysis, we tested 2 features that were used for classification and the most 

affected by the classification process, namely the 𝑥 − 𝑎𝑥𝑖𝑠⁡to the 𝑦 − 𝑎𝑥𝑖𝑠 accelerometer sensor, which can be 

seen in Fig. 15. 

 

 
Fig. 15. Scatter Plot of KNN 

 

From the results of the tests that have been carried out in Table 1 and the centroid analysis in Fig. 14, the 

dribble shooting and passing activities have low similarity values, and the incorrect data test values for passing 

and shooting activities are quite low. It has shown in Fig. 15. A value which was a dataset for dribbles that 

have a more solid circle/centroid, while B and C have centroids that were not as good as dribbles, but the total 

accuracy of the K – NN method was 81.62%. 
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Naïve Bayes result is shown in Fig. 16. The results of activity recognition using the Naïve Bayes method, 

dribble activity, has a single better accuracy than the other two activities. For more detailed activity 

classification results, see Table 2. For a further and complete analysis, we tested 2 features that were used for 

classification the most influenced by the classification process, namely the 𝑥 − 𝑎𝑥𝑖𝑠 to the 𝑦 − 𝑎𝑥𝑖𝑠 

accelerometer sensor which can be seen in Fig. 17. 

 

 
Fig. 16. ConfusionMatrix of Naïve Bayes 

 

Table 2. Result of Naïve Bayes 

Activity 
Recognition Result 

Accuracy Precision Recall 

Dribble 89% 82% 97% 

Passing 56% 63% 51% 

Shooting  66% 66% 66% 

 

 
Fig. 17. Sactter Plot of Naïve Bayes 

 

From the results of the tests that have been carried out in Table 2 and the centroid analysis in Fig. 16, the 

value of dribble shooting and passing activities has low similarity, but the value of incorrect data on passing 

and shooting activity tests was quite high. It has shown in Fig. 17. A value which was a dataset for dribbles 

that have a more solid circle/centroid, while B and C have centroids that were not as good as dribbles, and the 

total accuracy of this Naïve Bayes recognition method was 71.35%. 

 

Table 3. Result of Support Vector Machine  

Activity 
Recognition Result 

Accuracy Precision Recall 

Dribble 94% 90% 100% 

Passing 62% 60% 63% 

Shooting  68% 74% 63% 
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Support Vector Machine result is shown in Fig. 18. The results of the introduction of activities using the 

Support Vector Machine method, the dribbling activities, have a single better accuracy than the other two 

activities. More detailed activity classification results can be seen in Table 3. 

For a further and complete analysis, we tested 2 features that were used for classification the most 

influenced by the classification process, namely the 𝑥 − 𝑎𝑥𝑖𝑠 to the 𝑦 − 𝑎𝑥𝑖𝑠 accelerometer sensor which can 

be seen in Fig. 19. From the results of the tests has been carried out in Table 3 and the centroid analysis in Fig. 

18, the value of dribble shooting and passing activities has low similarity, but the value of incorrect data on 

passing and shooting activity tests was quite high. It has shown in Fig. 19. The value of A was the dataset for 

dribbles that have a more solid circle/centroid, while B and C have centroids that were not as good as dribbles, 

and the total accuracy of the Support Vector Machine recognition method was 75.13% which was better than 

Naïve Bayes. 

 

 
Fig. 18. Confusion Matrix of Support Vector Machine 

 

 
Fig. 19. Scatter Plot of Support Vector Machine 

 

The decision tree result is shown in Fig. 20. The results of the introduction of activities using the Decision 

Tree method, dribbling activities, have a single accuracy better than the other two activities. More detailed 

activity classification results can be seen in Table 4. 

 

 
Fig. 20. Confusion Matrix of Decision Tree 
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Table 4. Result of Decision Tree  

Activity 
Recognition Result 

Accuracy Precision Recall 

Dribble 95% 94% 97% 

Passing 75% 69% 82% 

Shooting  73% 82% 66% 

 

For a further and complete analysis, we tested 2 features that were used for classification and the most 

influenced by the classification process, namely the 𝑥 − 𝑎𝑥𝑖𝑠 to the 𝑦 − 𝑎𝑥𝑖𝑠 accelerometer sensor which can 

be seen in Fig. 21. 

 

 
Fig. 21. Scatter Plot of Decision Tree 

 
From the results of the tests has been carried out in Table 4 and the centroid analysis in Fig. 20, the value 

of dribbling shooting and passing activities has low similarity, but the value of incorrect data on passing and 

shooting activity tests was quite high. It has shown in Fig. 21. A value which was a dataset for dribbles that 

have a more solid circle/centroid, while B and C had centroids that were not as good as dribbles, and the total 

accuracy of this Decision Tree recognition method was 81.08% which was better than Naïve Bayes and Support 

Vector Machines. From the 4 methods that have been tried, we got the conclusion that K Nearest Neighbors is 

the highest method, which was 81.62%, and will be implemented as an activity classification method in 

basketball activity recognition applications. 

 

5.2. Implementation Classifier Method to Apps  

After getting the results of the classification method with the highest accuracy, namely KNN, then we try 

to implement it into the application that we designed earlier [35][36][37]. The Starting Display of the Apps is 

shown in Fig. 22. 

 

 
Fig. 22. Starting Display of the Apps 
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Here we use a simple layout to validate the recognition results from the Firebase real-time database with 

sensor data results. Therefore, only the recognition results, timer, and sensor data will be displayed, as shown 

in Fig. 23.  

 

 
Fig. 23. Running display of the Apps 

 

From Fig. 23, it is clear that we got the data from the introduction of activities from the Firebase Real-

Time Database and sensor data from the smart-watch directly without a firebase intermediary [38][39][40]. For 

details regarding the validation of sensor data results that were sent to the Real-Time Database with those 

downloaded from the smart-watch, we will show them in Fig. 24. 

 

 
Fig. 24. Display Data Sensor in Firebase and Smartwatch 

 

From Fig. 24, we can compare the difference in the response time of sending data to the firebase, indicated 

by A, and censoring the data from the smartwatch, which was indicated by B. The difference in delay between 

sending data on the smart-watch and the data from the smart-watch directly has a delay of 1 iteration of data/10 

Ms. After we got the delay to respond censor data value which was already displayed. Next, we can add a pop-

up feature to find out that we do the activity for seconds, as shown in Fig. 25. 

 

 
Fig. 25. Final Running Apps 
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6. CONCLUSION 

The conclusion of this research that has been obtained from the results and discussion of data processing 

on smartwatches is for recognizing activities in basketball and classification methods with the highest accuracy 

for each activity. K-NN has the best accuracy results among others, with the average classification results for 

each activity equal to 81.62%. 
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