
Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 

Vol. 8, No. 4, December 2022, pp. 587-598 

ISSN: 2338-3070, DOI: 10.26555/jiteki.v8i4.25120  587 

  

 

Journal homepage: http://journal.uad.ac.id/index.php/JITEKI Email: jiteki@ee.uad.ac.id 

 

A Deep Neural Network Model for Realtime Semantic-

Segmentation Video Processing supported to Autonomous Vehicles 
 

Trung-Nguyen Bui 1,2, Hanh Phan-Xuan 1,2, Thuong Le-Tien 1,2*  
1  Electrical & Electronics Engineering Department HoChiMinh City University of Technology,  

HCMUT, HoChiMinh city - 70000, Vietnam  
2  Vietnam National University, VNU HoChiMinh city, Vietnam  

 

ARTICLE INFO  ABSTRACT 

Article history: 

Received October 30, 2022 
Revised December 10, 2022 

Published December 27, 2022 

 

 Traffic congestion has been a huge problem, especially in urban area during 

peak hours, which causes a major problem for any unmanned/autonomous 

vehicles and also accumulate environmental pollution. The solutions for man-

aging and monitoring the traffic flow is challenging that not only asks for 

performing accurately and flexibly on routes but also requires the lowest in-

stallation costs. In this paper, we propose a synthetic method that uses deep 

learning-based video processing to derive density of traffic object over infra-

structure which can support usefull information for autonomous vehicles in a 

smart control system. The idea is using the semantic segmentation, which is 

the process of linking each pixel in an image to a class label to produce 

masked map that support collecting class distribution among each frame. 

Moreover, an aerial dataset named Saigon Aerial with more than 110 samples 

is also created in this paper to support unique observation in a biggest city in 

Vietnam, HoChiMinh city. To present our idea, we evaluated different seman-

tic segmentation models on 2 datasets: Saigon Aerial and UAVid. Also to 

track our model’s performance, F1 and Mean Intersection over Union metrics 

are also taken into account. The code and dataset are uploaded to Github and 

Kaggle repository respectively as follow: Saigon Aerial Code, Saigon Aerial 

dataset. 
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1. INTRODUCTION  

Traffic congestion is a condition that occurs frequently in many route system in the world. Character-

ized by long cumulated queue of vehicles moving in extremely low speed, traffic congestion has become a 

root of negative health issues occurs in traffic participants, accounting both mental and physical sides. More-

over, the passive flow in traffic jam generally discontinues transportation in which postpone the economic 

activities and affect productivity of some certain group of workers. To encounter this problem, many individ-

ual and systematic solutions have been suggested. One that has been discussed in [1] by Naoki Shibata et al. 

about using Inter-Vehicle Communication based on standard IEEE 802.11 to measure cars activities in net-

work and generate the statistic that relevant to traffic jam situation in routes. More specifically, authors calcu-

lated the time that each car moves through 2 ends of the road and then compare with the results received from 

other cars which pass the same road to estimate the time that vehicle can arrive to destination. Although 

showing good idea of detecting traffic flow, this method however, requires a broad samples with the same 

network installed while unable to resolve the core reason which is traffic jam. Another approach that has 

been proposed in [2] where Yinli Jin et al. suggested using a surveillance system with high resolution for 

segmentation task to detect traffic congestion. With this approach Yinli Jin has proposed using pixel-wise 
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detection with existing infrastructure CCTV (Closed Circuit Television), which is both potential and simple 

to launch in large scale. 

Using Unmanned Aerial Vehicles (UAVs) as a replacement for fixed cameras offers a superior in terms 

of flexibility and cost-efficiency. It is evident that the drawback of static cameras are the limitation of the 

frames and the constant existence of dead zones outside of the cameras’ range. In reality, there are several 

studies that have applied UAVs to monitor the traffic situation [3][4][5][6]. In reality, there are several stud-

ies that have applied UAVs to monitor the traffic situation. The paper “A UAV-Based Traffic Monitoring 

System” [3] by Haoran Niu and his team implements a prototype with a quadcopter, an onboard camera with 

video and data processing algorithms, and a web application. The study based on the Haar cascade model and 

a frame-by-frame tracking stage. However, the results of the study just detect a single vehicle in ideal condi-

tion so it is not suitable for traffic density monitoring. Another study “Monitoring road traffic with a UAV- 

based system” [4] by M. Elloumi and his team employs the method of collecting various information, namely 

speed, vehicle position and movement direction for UAV trajectories computation with the aim to monitor 

the optimal amount of vehicles within the widest time frame possible, which is an attempt to identify conges-

tion basing on the detection of one single low-speed vehicle. Nevertheless, relying on vehicle’s speed to de-

tect traffic density is not really optimal, especially when the vehicles temporarily stop for traffic light signal. 

Image segmentation is one of the most sophisticated technologies in image processing which its roles 

can be found in multiple applications from anatomical segmentation [7][8][9] to aerial imagery segmentation 

[10][11][12]. In pixel-level, we can apply this technique to acquired higher analysis ability as well as under-

stand the contextual meaning within considered problem. In this paper, we propose a theoretical model for 

detecting traffic density using UAV with deep-neural network, this would help the estimated tracking of au-

tonomous vehicles. Moreover a small local aerial dataset is also created to support our research, we call it 

“Saigon Aerial”. With the wider scene provided from UAV, we expect to form a mask from semantic seg-

mentation application with 4 different classes that will help us estimate overall traffic capacity in urban route. 

The pixel-by-pixel processing is highly effective in analyzing and identifying traffic density based on each 

frame. We recommend 2 typical models that have been verified in many previous studies which is 

DeepLabV3plus model applying Atrous convolution [13] and Unet applying up-convolution for multi-class 

semantic segmentation [9]. Throughout this research, we also analyze our Saigon Aerial dataset and point out 

what factors that can affect prediction ability. At method section, we will introduce briefly about Saigon Aer-

ial dataset, the architectures  that we use and the technique to specify traffic density index. Experiment sec-

tion demonstrates the process and tools that we utilize in this study. Finally, in evaluation we compare our 

result with another aerial dataset named “UAVid” to yield the final performance of our methods as well as to 

discuss about further development that we can improve the study. 

 

2. METHODS  

2.1. Saigon Aerial Dataset 

In this paper, we introduce an aerial dataset which captured multiple view angles of route system in Ho 

Chi Minh city. Especially, according to [14] and [15], up to 2nd Quarter 2022, motorcycles contribute about 

65,917,000 registered vehicles in Vietnam, proving that this private vehicles play an important role in Vi-

etnam’s transportation. Thus we focus on motorcycle class in Saigon Aerial dataset with the hope to create 

an adaptable information that fit with Vietnamese transportation routine. From 31 different videos collected 

with 4K resolution and 30 fps we split and resized them into 114 images with size 1920×1080. 

After clarifing images, we labeled the objects in frame with help of CVAT (Computer Vision Annota-

tion Tool) [16] tool which is a free, open-source, web-based image annotation tool designed for image label-

ling purpose. In this dataset, we defined 4 classes which are crucial for our application: 'motorbike', 'car', 

'road' and 'background clutters'. Especially, ‘car’, ‘motorbike’ and ‘road’ play an important role on specify-

ing traffic density which is another essential index that we will discuss later in Section 2.3. We also per-

formed analysis on Saigon Aerial to check the distribution on each class in this dataset. As Fig. 1 has shown, 

in total the classes that possess the most number of pixels are ‘background cluster’ and ‘road’ as they ac-

count for 97% of class contribution in the dataset. Even with the image that having the most excited traffic 

activities, we still recorded the strictly unbalanced between infrastruction class type and vehicles class type. 

This can be an unpleasant matter for the model in the effort of learning the distinction between different 

groups later on. On the other hand, labeling processing is a quite expensive process as it required at least 2 

hours to annotate every object in 1 frame of Saigon Aerial dataset to their truth labels (Fig. 2). From the la-

beled dataset, we divided into 2 sets of images. Specifically, 91 images are used for training, the remaining 

23 images are used for validation. Unet architecture illustration show in Fig. 3. 
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Fig. 1. Class distribution in Saigon Aerial dataset. In the general scale, while unnecessary class ‘background’ 

yields the enormous amount in Saigon Aerial, other core classes take the much lower contribution on the 

dataset, expecially vehicle class as we expect the ratio of road and vehicle is approximate to each 

other [14][15] 

 

 
Fig. 2. Saigon Aerial dataset on CVAT tool [16] 

 

       Class categories are depicted in the following RGB colors: 

Classes   RGB colors 

• motorbikes         (192, 0, 192) 

• cars          (64, 0, 128) 

• road        (128, 64, 128) 

• background clutter                          (0, 0, 0) 

 

 
Fig. 3. Unet architecture illustration. Backbone network is  chosen from state-of-art model, plays a role as 

encoder to exploit feature in multi-scale. Decoder consist of up-convolution and 2D convolution recover 

original resolution of feature map 

 

2.2.  Segmentation Model 

2.2.1. Unet 
In several years, Unet [6] and its variants [17][18][19] have been used in medical semantic segmenta-

tion application for simple and accuracy reasons. Moreover, Unet is depicted as an elegant model that does 
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not require much training images while still produce good segmentation result. For the traditional Unet, the 

network architecture consists of 2 important modules: Encoder and Decoder. 

Inside Encoder is multiple of 3×3 unpadded Convolution layers for feature extraction operation, sup-

ported by 2×2 Max Pooling layer for down sampling operation. In contrast with Encoder, at Decoder part, 

feature resolution will be recover by using 2×2 up sampling convolution layers and at the end, go through 

1×1 convolution where feature components of previous layers are mapped to the classes that we want to pre-

dicted. On the other hand, Encoder and Decoder process is connected by a so-called “cropped feature map” 

from Encoder and concatenate with corresponding block at Decoder. This contracting path is crucial as in 

every convolution step, pixel’s border will be loss, thus cropping option provides additional feature to gain a 

better performance at output segmentation map.  

 

2.2.2. DeeplabV3plus 

DeeplabV3plus was first introduced in 2019, it is actually an updated version from previous work on 

DeeplabV3 model [21][22], where the problem of multi scale object existence was resolved by applying Spa-

tial Pyramid Pooling (SPP) [23][24][25]. On the other hand, DeeplabV3plus was also successfully applied to 

many aerial segmentation datasets as well as achieved realiable output prediction on street’s revelant context 

[26][27]. The encoder module of DeeplabV3plus is attached with Atrous convolution [21], replace for deep 

convolutional neural network (DCNN) to control the resolution of output feature map. The benefit of Atrous 

convolution was approved in [13][21] where applying consecutive Atrous convolution with rate shows a bet-

ter field-of-view in output rather than the effect of striding in DCNN. Notably, the structure of 

DeeplabV3plus still utilizes a great validity usage of Atrous Spatial Pyramid Pooling [21] from DeeplabV3 to 

perform multi-rate resampling. Specifically, in DeeplabV3plus a group of rates (1,6,12,18), Atrous convolu-

tion is derived parallelly while later on their outputs along with pooling layer’s output are concatenated be-

fore going through a 1×1 convolution to produce output of Encoder module. 

Moreover, originally DeeplabV3plus used a special operator named depthwise separable convolution 

[28] helps to reduce computational and resources cost while maintaining the same efficiency (Fig. 4). To 

accomplish this, a modified version of Xception network [29][30][31] in which all max pooling layers are 

replaced by depthwise separable convolution, is use with the aim to both allow atrous separable convolution 

involve extract feature map in arbitrary resolution and lessen operations that the model have to calculate. 

 

 
Fig. 4. DeeplabV3plus architecture. Atrous Spatial Pyramid Pooling is a sequence of parallel Atrous convo-

lutions with different rates. By adusting filter’s rate, multi-scale information is expoilted significantly 

 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 591 

  Vol. 8, No. 4, December 2022, pp. 587-598 

 

 

A Deep Neural Network Model for Realtime Semantic-Segmentation Video Processing. supported to Autonomous Vehi-

cles (Trung-Nguyen Bui) 

 

2.3. Traffic Density Analysis 

There are 2 factors that can account to determine whether a sub-road is dense or not: the number of ve-

hicles moving in road surface and  the area of road surface. In this paper, we want to apply these 2 parame-

ters under pixel’s quantities form to forecast the density of a road in 1 frame, derived by below equation: 

 𝑇𝑟𝑎𝑓𝑓𝑖𝑐 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑒ℎ𝑖𝑐𝑙𝑒𝑠′𝑠 𝑝𝑖𝑥𝑒𝑙𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑎𝑑 𝑠𝑢𝑟𝑓𝑎𝑐𝑒′𝑠 𝑝𝑖𝑥𝑒𝑙𝑠
   (1) 

In Saigon Aerial dataset, we calculate traffic density  for each image to classify degree coverage catego-

ries of vehicles over road surface. As has presented in Fig. 5, for total 114 images in scope of Saigon Aerial, 

we find that all of them have traffic density index less than 0.25. It means that when regardless the time pa-

rameter, the traffic scenario that we have captured are all sparse. The highest traffic density value that we 

have recorded in set of Saigon Aerial dataset is 0.1882, derived from picture 1 of folder 8 as we have pre-

sented in Fig. 6. Intuitively, the Fig. 6 shows the scene at T-junction with traffic light where we can observe 

all vehicles are just starting to move. This explains the reason why traffic density of this image is higher than 

others as the cumulative vehicles stop for red light create small portion that account to cover the road surface. 

Thus for real-time process application, adding time parameter is a good decision to avoid situation where 

temporary stoppage at crossroads. 

 

 
Fig. 5. Traffic density results at  of Saigon Aerial. The absolute range of traffic density less than 0.25 re-

felects the fact that the traffic flow is under sparse conditions in our dataset scope 

 

 
Fig. 6. Masked image in Saigon Aerial dataset. The capturing scene was at T-junction after red light goes off 

where the amount of accumulated vehicles are, although noticeable, it easy see that the free space on the road 

is still considerablely large 

 

2.4.  Experiment 

2.4.1. Hardware 

Normally, comprehensive sensors are the key to control autonomous vehicles.  The raw data from the 

sensors are analyzed and processed in order to make informed decisions. The vehicle then plans to track a 

near-range trajectory autonomously.  In the proposed model, Fig. 7, we propose a long range tracking with 

the support of UAVs by prediting traffic density combined to various types of  common sensors such as cam-

eras, LIDARs, RADARs, SONARs, IMU, GPS (or any navigation systems), etc. The information about the 
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traffic processed by an UAV will be sent to the control centre or directly to autonomous vehicles for estimat-

ing the moving time or slecting an optimum path. In the practical experiment, the hardware for image data 

collection, we use the DJI Mini 2 drone for obtaining video.  With its compact design and equipped with a 

camera that can capture videos in full HD quality, so that it helps to collect data effectively.  For the simula-

tion, we use Google Colab-Pro to train the image dataset. It allows us to get access to GPUs P100 which is 

impressively fast. Also, Google Colab Pro supports 32 GB of RAM and runtimes are up to 24 hours. The 

framework that we chose to work with is Tensorflow [32] and its sub-library Keras as both Keras and Ten-

sorflow support convienient API that make creating and testing 2 proposed models easier. 

  

                                       
    

 

 
Fig. 7. The proposed model for the link with UAV-based  traffic segmentation for helping autonomous vehi-

cles (DJI Mini 2 drone [33]) 

 

3. RESULTS AND DISCUSSION  

3.1. Training Model 

 To present our idea, we use 2 segmentation models which are DeeplabV3plus and Unet, combines with 

multiple pretrained networks like Resnet [34], Inception [35] and Xception [28] to get more effective result. 

The training process does not require too many time as with 512×512 image resolution and on the same plat-

form Google Colab Pro, all models took totally more than 1 hour to complete training. Importantly, we notice 

that the Saigon Aerial dataset is critically imbalanced, which leads to the fact that inference results just dis-

play predominantly 2/4 classes. In order to resolve this problem, we decide to combine 2 strategies:  

(1): Use Dice loss [36] and Focal loss [37] to focus on detecting important minor classes in the training pro-

cess. 

(2): Add class weights to prevent the model tends to predict more common classes in imbalanced dataset. 

Specifically, we set class weight according to the statistics in Fig. 1, thus the rate of each class 

is [1,2,8,8] corresponding to background-road-car-motorbike. 

Formula of Dice loss is defined as: 

 𝐷𝐿(𝑦, 𝑦̂) =
𝑦 + 𝑦̂  −  2𝑦𝑦̂

𝑦 + 𝑦̂  +  𝛼
   (2) 

where is a constant coefficient to prevent the denominator equal to 0. 

Formula of Focal loss is defined as: 

 𝐹𝐿 =  〖 − 𝛼(1 − 𝑝_𝑖)〗^𝛾  𝑙𝑜𝑔(𝑝_𝑖)   (3) 

where 𝛼 is a weighting factor in balanced cross entropy, 𝛾 is focusing parameter for modulating factor (1 −
𝑝𝑖), and 𝑝𝑖  is frequency of class i appears in prediction mask. 
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In training process, we recorded that the parameters were updated very smoothly however overfitting 

still happened with validation process when the degradation of loss function seemly fluctuate although we 

have applied regularizer term. In another aspect, the performances evaluated by IoU metrics then showed an 

active trend on prediction when training and validation mean IoU both surpassed 80%. As we have expected 

the noise variation in training set are much more than validation set, resulting IoU values of validation set 

outperform over training set. Remind that the 2 important classes ‘car’ and ‘motorbike’ account for a very 

low percentage in Saigon Aerial dataset, thus high metric results can still open the probability of incorrect 

predictions on these 2 classes. Loss function in training and validation set of Unet +  Inception model show 

in Fig. 8. mIOU metrics in training and validation set of Unet + Inception model show in Fig. 9. 

 

  

           Fig. 8. Loss function in training and validation        Fig. 9. mIOU metrics in training and validation                      

set of Unet +  Inception model                                  set of Unet + Inception model  

 

3.2. Semantic Segmentation Result 

One of the efficiency way to evaluate segmentation model nowadays is using mean Intersection Over 

Union metric (mIoU) [38], presented by following equation: 

 𝐼𝑜𝑈 =   𝑇𝑃/(𝑇𝑃 +  𝐹𝑃 +  𝐹𝑁)  (4) 

where TP, FP, FN stand for True Positive, False Positive and False Negative respectively. This metrics will 

tell how our prediction mask matches with the image’s label. It can be said that, the higher IoU score is, the 

closer prediction similar to the ground truth. 

Another metrics that is really effective with imbalanced data that we also applied in our works is F1-

score [39]. Different with IoU, F1-score using 2 basic metrics which are Precision and Recall to calculate for 

each class then systhesize the final measurement as F1-score. Using F1-score help to evaluate the overall 

performance of segmentation while IoU tend to penetrate more on single false prediction. 

 
𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 × ( 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)

= (2 × 𝑇𝑃)/(2 × 𝑇𝑃 +  𝐹𝑃 +  𝐹𝑁)  (5) 

In the inference, we compare the result of our model on Saigon Aerial and UAVid dataset [40] to evalu-

ate the efficiency of proposal method. However, the final outputs show that Unet architecture is more appro-

priate with Saigon Aerial dataset than DeeplabV3plus. We think this phenomenon occurs because the amount 

of data in Saigon Aerial is too small to applied such complex structure like DeeplabV3plus, leads to the fact 

that DeeplabV3plus has under average mIOU index. This problem also happened with UAVid when we ap-

plied DeeplabV3plus with this dataset. On the other hand, we present the amount of parameters of each mod-

el has in Table 1, showing the slight differences in parameters of these model. In fact the weights of these 

models mostly come from pretrained backbone networks where low-level feature extracting is accomplished. 

Moreover, to measure the mean time needed to produce the predicted mask, we fed 3 random images in-

to each model. In general, we notice that Resnet-based architectures took more time to produce outputs when 

both used structures consisting of Resnet50 and Resnet101 spend the longest time respectively. Inception-

based architecture instead had the shortest time to predict as this model also has the least weight compared 

with other models. Mean IOU metrics validation set of on 2 datasets show in Table 2. Mean prediction time 

on SG Aerial dataset show in Table 3. 
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Table 1. Number of parameters for each architecture 

Architecture No. Parameters 

DeeplabV3plus + Resnet101 30 millions 

DeeplabV3plus + Xception 35 millions 

Unet + Resnet50 32 millions 

Unet + Inception 29 millions 

 

Table 2. Mean IOU metrics validation set of on 2 datasets 

Dataset Architectures mIoU F1 

 

SG Aerial 

DeeplabV3plus + Resnet101 

DeeplabV3plus + Xception 

Unet + Resnet50 

Unet + Inception 

63.66 % 

68.43 % 

58.48 % 

86.28 % 

55.55 % 

54.33 % 

54.30 % 

80.75 % 

 

UAVid 

DeeplabV3plus + Resnet50 

DeeplabV3plus + Xception 

Unet + Resnet50 

Unet + Inception 

43.97 % 

35.59 % 

38.93% 

46.03% 

- 

- 

- 

- 

 

Table 3. Mean prediction time on SG Aerial dataset 
Architectures Mean recognition time 

DeeplabV3plus + Resnet101 

DeeplabV3plus + Xception 

Unet + Resnet 50 

Unet + Inception 

0.7306 s 

0.6419 s 

0.8790 s 

0.6070 s 

 

After doing multiple tests with Unet and DeeplabV3plus model, we consider the combination between 

Unet + Inception backbone brings the best result that closely matches our expectations. As Fig. 10 presents 

the predictions which were accomplished by Unet + Inception network, showing that this model can specify 

significantly the boundary between road class and background class as well as points out most of the motor-

cycles in the frame. As Fig. 11 present the prediction mask produced by Unet + Inception backbone on 

UAVid dataset. 

 

 
Fig. 10. Prediction mask produced by Unet + Inception backbone on Saigon Aerial dataset 

 

 
Fig. 11. Prediction mask produced by Unet + Inception backbone on UAVid dataset 
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Along with the statistic in Fig. 1, our prediction in Fig. 10 shows a similar trend where the number of 

motorbike class are much lower than the road surface class with a small difference when the ratio between 

road and vehicles is approxiamate 0.166 instead of 0.09 like in Fig. 1. In the Fig. 10, the image in the test set 

display the percentage of pixel that belong to ‘road’, ‘car’  and ‘motorbike’ are 22.84 %, 0.74% and 3.06% 

respectively, thus giving traffic density index = 0.166. As we can see, the traffic condition in test image in 

Fig. 10 is an ideal one when all vehicles have a lot of space to move, thus the traffic density that the model 

returns should be consider as an acceptable one. Distribution of labels in image show in Fig. 12. 

 

 
Fig. 12. Class distribution of predicted test image in Fig. 10. The ratio between the road and motorbike is 

reasonable to compare with the context of the test image in Fig. 10 as it is easy to notice that traffic density is 

sparse 

 

On the other hand, when we try to figure out the model, we found that even though the quantity of mo-

torbikes/cars can be resolved by adding more samples, there is the fact that the size of motorbike object dis-

played on our dataset is pretty small in such a broad road surface and this can somehow cause ambiguity 

when model tries to predict motorbike class with the similar shape of the road. Fig. 13 displays the cropped 

images representing the portion that we truly want to analyze and segment. By eliminating background, we 

believe that there is a higher chance that a single vehicle will have more attention from the deep learning 

model and from that avoid the phenomenon of the model predicting vehicle class mimics road class without 

knowing the distinction between these 2 classes. 

 

 
Fig. 13.  Examples for the cropped frames that we want to focus on. However, the size of motorbikes can be 

a critical problem for the model to predict in large scale 

 

3.3. Discussion  

In this paper, we have evaluated our method to identify traffic conditions with the segmentation method 

using UAV for supporting autonomous vehicles. The final result largely depends on the segmenting ability of 

deep learning models thus multiple additional techniques have been proposed to increase the efficiency of 

predictions. With the test set, we have tried to run several cases and also achieved very good outcomes alt-
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hough with the shortage in date, the model still returns its labeling masks with explicitly segmentation be-

tween classes. The only problem is that when we try to use another source as an input (with  different scenar-

ios, e.g the street is extremely crowded) then the model quickly shows the unfamiliar with the context and 

derive miss segmentation on vehicle classes. 

Through this paper, researchers and stakeholders can enhance a new method to supervise traffic condi-

tions quickly and flexibly at every location in the city. However, to dive into a model that can detect local 

regions objects, demands a specific dataset to adapt to habit and cultural signature of that area. In this case, 

we implement the proposed method in Ho Chi Minh city streets. Unfortunately, labeling manually images 

that we have collected may consume a lot more cost and time. This can be completed in the future but in this 

paper, we only extract masks that we have manually labeled to exhibit the proposed method. 

We realize that there are still some cautions that can be further evaluated while doing this method. First-

ly, by using a UAV to observe traffic conditions, we need to establish a certain altitude degree that allows the 

UAV to obtain the aggregate details of the street while still ensuring safety standards. If the drone operates 

under an unsuitable (too low or too high) altitude, one can achieve a noisy result and abate the accuracy of 

prediction. Secondly, weathers conditions like rain can probably affect to operating and recording ability of a 

drone in reality 

 

4. CONCLUSION 

Along with developing proposed method, a combination of traffic flow measurement and real-time pro-

cessing can upgrade this method to a new direction of UAV-based supporting systems for improving smart 

controls of autonomous vehicles and also solving urban traffic problems. Compared with previous methods, 

this model has significant improvements while utilize the flexibility of a drone to wriggle through the out-of-

range position of a CCTV. Moreover, using segmentation even though demands more computations, the ex-

tracted information it return are more in  details and covered in overall scale which is unaffected by unusual 

behavior of a few individuals. Furthermore, traffic density data may also support authority/infrastructure 

stakeholders to analyze critical constraints of current system and from that improve a more efficient approach 

to control traffic flow during rush hours. Although there are few points that our method struggles with, we 

believe that these problems are able to settle in future, showing that this method still have a high potential to 

deploy as a practical application. We hope that our research will motivate more works in the future that can 

complete our method as well as develop a protocol that real-time processing traffic density analysis can be 

accomplished under mobile device. 
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