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 Corn is a commodity in agriculture and essential to human food and animal 

feed. All components of corn can be utilized and accommodated for the 

benefit of humans. One of the supporting components is the quality of corn 

seeds, where specific sources have physiological properties to survive. The 

problem is how to get information on the quality of corn seeds at agricultural 

locations and get information through direct visual observations. This 

research tries to find a solution for classifying corn kernels with high accuracy 

using a convolutional neural network. It is because in-depth training is used 

in deep learning. The problem with convolutional neural networks is that the 

training process takes a long time, depending on the number of layers in the 

architecture. The research contribution is adding Convex Hull. This method 

looks for edge points on an object and forms a polygon that encloses that 

point. It helps increase focus on the convolution multiplication process by 

removing images on the background. The 34-layer architecture maintains 

feature maps and uses dropout layers to save computation time. The dataset 

used is primary data. There are six classes, AR21, Pioner_P35, BISI_18, 

NK212, Pertiwi, and Betras1—data augmentation techniques to overcome 

data limitations so that overfitting does not occur. The results of the 

classification of corn kernels obtained a model with an average accuracy of 

99.33%, 99.33% precision, 99.33% recall, and 99.36% F-1 score. The 

computational training time to obtain the model was 2 minutes 30 seconds. 

The average error value for MSE is 0.0125, RMSE is 0.118, and MAE is 

0.0108. The experimental data testing process has an accuracy ranging from 

77% -99%. In conclusion, using the proposal area can improve accuracy by 

about 0.3% because the focused object helps the convolution process. 
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1. INTRODUCTION  

Seed quality is essential in maize production as it directly impacts the final yield and productivity of the 

crop. High-quality seeds tend to have better resistance to plant diseases, including against pathogen attacks, 

and reduce the risk of yield losses due to infection. High-quality seeds can produce vigorous, healthy plants, 

overgrow, and potentially provide higher production values. In addition, good sources ensure consistency in 

growth and crop yields. Adaptability to environmental conditions means these seeds can better survive and 

produce good crops in various soil, weather, and climatic conditions. Farmers can maximize the use of 

fertilizers and water more efficiently. Plants derived from high-quality seeds can absorb nutrients and water 

better, reducing waste and increasing farming efficiency. By choosing high-quality sources, farmers can 

increase their chances of success in maize production, reduce the risk of losses due to disease or unfavorable 

environmental conditions, and increase the productivity and profitability of their farming business [1][2]. 
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The research background on the effect of corn seed quality on plant resistance is research that examines 

how the quality of corn seed can affect the ability of corn plants to withstand environmental stresses such as 

drought, pest attack, and disease. This research will be conducted on the quality of corn seeds, including size, 

weight, and germination rate. Next, the seeds will be planted in the field, and their growth will be monitored 

for several weeks or months. During monitoring, it was noted whether plants grown from seeds of lower quality 

were more resistant to environmental stress and had higher productivity compared to plants grown from seeds 

of less quality. In addition, research will also examine whether there are differences in plant responses to 

different types of environmental stressors. The results of this research can help corn seed farmers and producers 

choose seeds of higher quality and resistant to environmental stress, thereby increasing the production and 

sustainability of corn farming [3]. 

Research on the quality of corn seeds can be observed using a camera with artificial intelligence (AI). 

This method, known as computer vision, allows taking pictures of corn seeds and automatically analyzing their 

quality using AI algorithms. In this case, the camera will take an image of the corn seed and then use AI 

technology to identify the seed quality based on features such as size, shape, and sprouts. After that, the AI 

algorithm will perform an analysis to classify the corn seeds into different quality groups. This method has 

several advantages, such as the ability to perform analysis quickly and accurately, reducing the need for human 

labor in selecting seeds, and increasing the efficiency of corn seed production. AI technology in this research 

also requires complex data processing and precise parameter settings to ensure accurate results [4]. 

The related work from the past research is the investigation to classify various types of corn seeds using 

a machine learning approach. Dataset Corn seeds included six varieties first Kashmiri Makkai, second third 

Pioneer P-1429, fourth Desi Makkai, fifth ICI 339Sygenta ST-6142, and sixth Neelam Makkai. Image capture 

is carried out in a natural environment without complicated devices. The feature dataset combines the 

histogram, texture, and spectral features of the data obtained and converted into aggregated data. Fifty-five 

hybrid features were obtained for each corn seed image in each non-overlapping area of interest (ROI). 

Bayesian, Random Forest, LogitBoost, and Multilayer Perceptron methods were used to build a model with K-

Fold = 10 for nine classes obtained using Best First search in a correlation-based feature selection technique. 

Comparative analysis of four ML classifiers, MLP yielded excellent classification accuracy (98.93%) at the 

pixel size ROI (150×150). The MLP accuracy values for six varieties of corn seeds are 99.8%, 97%, 98.5%, 

98.6%, and 99.9% [5]. 

Combined hyperspectral images processed using a deep convolutional neural network (DCNN) are used 

to classify four varieties of corn seeds. The goal is to get the purity of corn seed varieties because the rice 

quality affects the growth and development of seed yields. First, the averaged spectrum of the seed region in 

hyperspectral images of the endosperm side over the 450–979 nm wavelength range was extracted. Second, 

the test accuracy rate is 94.4%, and the validation accuracy rate is 93.3%. It outperforms the KNN and SVM 

models. Compared to the performance of the three models, which include the K Nearest Neighbor (KNN) 

Vector Support Machine (SVM) and DCNN, the DCNN Model has a training accuracy rate close to 100%. 

The DCNN model also performs best in the evaluation index. Classification process performance level can be 

improved effectively. DCNN can be adopted to analyze spectral data to classify maize seed varieties. It is 

because the values for specificity, sensitivity, and precision of the visual classification map show pretty good 

results [6]. 

Research on the Automatic Classification of Corn Seed Varieties using deep learning shows that using 

CNN shows a better classification accuracy of maize seed varieties than models based only on superficial 

characteristics using machine learning. Machine learning methods include Artificial Neural Network, Cubic 

Support Vector Machine, Weighted K-Nearest-Neighbor, Quadratic SVM, Bagged Tree, Enhanced Tree, and 

Linear Discriminant Analysis (LDA) methods. Research shows that intelligent classification of corn seed 

varieties using CNN-ANN is the most efficient method. The model trained with features extracted from 2250 

test samples gets the best performance, as it takes 26.8 seconds of test time with 98.1% classification accuracy, 

98.2% precision, 98.1% recall, and 98.1 F1 % score % [7]. 

From the literature review above, the authors try to develop a more efficient and accurate method for 

identifying and classifying corn seed varieties using computer vision and a convolutional neural network. This 

research aims to overcome the limitations of the previous approach by increasing the focus on the object region 

of the corn seed using the convex hull algorithm. The gap with previous research is that previous research still 

uses form identification that requires ground truth or experts. For CNN research, the resulting accuracy is quite 

good, but the drawback is the relatively high computational time needed for the training process. The first 

research contribution is to increase the focus area of the corn seed object so that it is more precise using the 

convex Hull algorithm, and the second is to use data augmentation techniques to overcome data limitations so 

that overfitting does not occur. In addition, the use of custom layers helps save computation time. It is hoped 
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that better accuracy will be obtained at the right time when the training process is carried out, and stability will 

be maintained. 

 

2. METHODS  

Regarding the limitations of visual observation methods to classify corn seed varieties, the researchers 

helped highlight the need for a better approach, such as a method based on the Convolutional neural network. 

The process begins with data acquisition, carried out directly at shops around the corn fields. The specific 

criteria for choosing a farm shop include seed quality, high clarity, reasonable seed sufficiency, free from 

disease and contamination, having a business permit and being recommended by the local agriculture 

department, having certification and authenticity of seeds, having a reputation and experience, have customer 

service and of course competitive price.  

The data acquisition process is carried out in different places with cameras from four district areas in 

Madura, Indonesia. Before the CNN process, it is necessary to do preprocessing to equalize the size of the 

image, and the proposed method is the convex hull proposal [8][9]. This research begins by defining the general 

description shown in Fig. 1. The figure explains the process starting from preprocessing data collection, 

equalizing size, and bit depth, and doing region proposals to get the image boundaries of the object to be 

observed. The region proposal helps overcome the limitations of the previous method by increasing the focus 

on the object region of the corn kernel [10][11]. 
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Fig. 1. Research Methods 

 

The data is divided into training data, validation, and testing before being processed using a Convolutional 

neural network (CNN). The data is divided into training, validation, and test data before processing using a 

Convolutional neural network. The rules for dividing the data used are training: testing = 80%: 20% testing of 

the total data. In comparison, the validation data is taken in the 20-80% range of the training data. Besides, 

experimental or new test data are images not found in training and testing [12][13].  

Data augmentation is used to overcome the limited data and balance the image data per class. In the 

training process, a model is generated. The model here is formed from the results of neural network training 

based on the training data provided. The model is stored in the memory array to remember the weight and rules 

used during training. The selection of training options includes setting mini-batch parameters, learning rate, 

number of epochs, iterations, etc. All the features are used in the CNN feature map process because the 

convolution process examines all the pixels. The architectures currently used include alexnet, googlenet, VGG-

19, resnet-50, and densenet-201. The confusion matrix determines the level of accuracy of the resulting model. 

Then the prediction of experimental data is carried out to become the accuracy of the belief. In the final stage, 

an evaluation is carried out to get performance [14][15]. 

 

2.1. Explanation of dataset  

There are six classes used to be trained. The data takes from cropland, and each type has shown in Fig. 2. 

The data used is primary data. Due to limited secondary data on the internet, there is no dataset for this corn 

seed for the Asian region. Available data is from the Indian territory. The data is taken from four districts in 

the Madura region, Indonesia. Each class has 50 images, so the total data is 300. 
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Fig. 2. Types of corn seed (a) AR21, (b) Pioner_P35, (c) BISI_18, (d) NK212 (e) Pertiwi, (f) Betras1 

 

Image taken from Xiaomi camera Redmi Note 8 with size 1200×1600 pixels, resolution with a depth of 

72 dpi. Because of the limited data, data augmentation techniques use scale, rotation, flip, and reflection. The 

goal is that in the training process, there is no overfitting. The definition of each class is as follows: 

a. AR_21 

The Pioneer P21 Hybrid Corn Seed is a single cross hybrid with a yield potential of +-13.3 tons/ha dry-

shelled. The specifications are full and small cob, guaranteeing high yield, disease resistance, leaf rust 

tolerance, and drought resistance [16]. 

b. Betras_1 

A domestic innovation product with solid stems, large cobs, high yields of more than 80%, mildew 

resistant, leaf rust resistant, and leaf blight resistant [17]. 

c. BISI_184 

Indonesian farmers' mainstay varieties have high productivity, have excellent resistance and tolerance to 

pests and diseases. It is suitable for planting in irrigated and rainfed rice fields [16]. 

d. NK212 

NK 212 is a hybrid corn seed with a tall tree stature but with broader leaves and disease resistance. These 

seeds resist downy mildew and stem rot, strengthening the tree. Harvest time is quicker, around 100 days, and 

average yields reach more than 6 tonnes per hectare [17]. 

e. Pertiwi 

PERTIWI hybrid corn seeds are super hybrid seeds produced from crosses of superior, mildew-resistant 

corn varieties. Pertiwi Corn 3 has a distinctive character: the cob looks big and fat. The advantage of Pertiwi-

3 corn is its resistance to fluff [18]. 

f. Pioneer_P35 

Hybrid corn seed type P35 Banteng is the newest variety, with a vital source and bold against downy 

mildew. Farmers can harvest results quickly because they have about 100 days after planting. The seeds are 

bright red, the quality of the shell is excellent, the cobs are easy to pick, and the moisture content is low. The 

cob size is large and guarantees a yield of ±12.1 tons/ha [19]. 

 

2.2. Convex Hull 

The convex hull is a closed set and is convex from all points in space. In a two-dimensional plane, a 

convex hull is defined as a minor polygon shape that can cover all topics in that plane. In three dimensions, a 

convex hull can be defined as the most petite polyhedron shape that can cover all points in that space [20][21]. 

The orientation of the Convex Hull to find the node is shown in Fig. 3.   

 

 
Fig. 3. Convex Hull Orientation (a) (p,q,r) > 0, (b) (p,q,r) < 0, (c) (p,q,r) = 0 (23) 

 

The Convex Hull algorithm will determine whether the points p,q, and r turn left or right using the 

determinant. Intuitively, the convex hull can be considered the outer shell of the set of points within it. This 

concept has many applications in computational geometry, data analysis, image processing, and algorithm 

                  
 (a)                      (b)                         (c)                        (d)                        (e)                         (f)           

                       
                                                 (a)                     (b)                               (c) 
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design. For example, a convex hull can be used to find the boundaries of objects in a digital image or to solve 

optimization problems involving sets of points in space [22][23]. The flowchart is shown in Fig. 4. 
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Fig. 4. Convex Hull Flowchart 

 

The convex hull process begins by determining the starting point set of pixels. These points can be 

obtained from geometric coordinates. Sort the issues by x or y coordinates ascending or descending. Choose 

the case with the lowest coordinates as the starting point on the convex hull. From the starting point, iterate at 

another point clockwise or counterclockwise to form a convex hull. At each end visited, check whether the 

moment is on the left or right side of the line connecting the previous point to the current issue. If the matter is 

on the left side, it is a point that can potentially become part of the convex hull. Continue iterating until you 

return to the starting point. When it returns to the starting point, the convex hull is complete. If issues are not 

included in the convex hull, but inside the formed convex shell, these points can be deleted or considered 

outliers [24][9]. 

 

2.3. Convolutional neural network 

This method is one of the Deep Learning algorithms used to process image data. Existing architectures 

such as alexnet, googlenet, vgg, densenet, and squeezenet were used in the scenarios conducted. The proposed 

method uses a Custom 34 layer to save computation time, while the structure is shown in Fig. 5.  
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Fig. 5. Purpose CNN Custom Layer architecture 34 layer 

 

The Convolution Layer consists of multiple convolution filters (kernels) that are shifted incrementally 

across the input image. Each filter takes local information from the input and calculates the convolution 

operation with that filter. The result of each filter shift will produce one feature map. Each feature map 

represents the level of presence of specific features in the input image. Activation Layers such as ReLU 

handling non-linearity. The activated Feature maps pass through the max pooling layer to reduce the spatial 

dimension of the feature maps. Each non-overlapping area is maintained in the smaller feature maps. This 

process helps reduce complexity in computations. The Convolution and Activation Layers can be repeated 

several times to refine the convolution process [25]. Each iteration produces increasingly complex feature maps 

with more abstract representations of features. In the classification process, the vector image is converted into 

a single feature vector and given to the fully connected layers, whose job is to process this feature and produce 

output in the form of class probability values. At the end of the layer, the softmax activation function generates 

class probabilities. Furthermore, the output model can compare new image patterns [26][27]. Detailed 

confirmation of each layer can be defined as follows: 
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a. Convolution layer 

Convolution is a mathematical term that repeatedly multiplies the input function by the filter kernel 

[28][29]. The output of the convolution process is shown in (1). 

  𝑂𝑤 =
𝑊−𝐹𝑤+2𝑃

𝑆𝑤
+ 1 and  𝑂ℎ =

𝐻−𝐹ℎ+2𝑃

𝑆ℎ
+ 1 (1) 

Where 𝑂𝑤=Output width, 𝑂ℎ=Output height, 𝑊=Width, 𝐹𝑤=Filter width, 𝐹ℎ=Filter height, P=Polling, s=stride. 

The filter on this layer is a 2-dimensional array that can be 5×5, 3×3, or 1×1 in size width. The feature map 

used in the activation layer comes from the convolution process of the input image with the kernel filter at this 

Layer [30][31]. 

b. Activation Layer 

The activation function changes the values in the feature map in a specific range according to the 

activation function used [32][33]. 

 𝑅𝑒𝐿𝑈 (𝑥) = 𝑓(𝑥) = {
𝑥, 𝑖𝑓 𝑥 ≥ 0
0, 𝑜𝑡ℎ𝑒𝑟𝑠

 (2) 

Where 𝑥= the input value of a pixel, 𝑓(𝑥)=function of ReLU. The importance of ReLU will be zero if the 

input of 𝑥 is less than zero, and the output will be the value of 𝑥 if the input value of 𝑥 is more or equal to zero 

[34][35]. 

c. Polling Layer 

The pooling layer receives input from the activation layer and reduces the parameters [36][37]. 

 𝑃𝑜𝑜𝑙𝑖𝑛𝑔 𝑙𝑎𝑦𝑒𝑟 = ⌊(
(𝑊 − 𝐹)

𝑆
 +  1)⌋ (3) 

Where 𝑊= size of input image, ex 15×15×3 then 𝑊=15, 𝐹=Filter size, ex 2×2 then 𝐹 value=2, S=Stride, ex 

𝑆=2. Therefore, the output has a spatial size (15 – 2)/2 + 1 = [7×7×10]. Polling, also known as subsampling or 

down sampling, reduces the dimensions of the feature map without losing important information [38][39]. 

d. Fully Connected Layer 

Each neuron in the fully connected layer receives input from each neuron in the previous layer. Each 

intake is associated with an associated weight. This weight will modify the contribution of each piece of 

information to the activation of neurons in the fully connected Layer [40][41]. 

 

2.3. Data Augmentation  

It is one technique to manipulate data without losing the essence or essence of the original file. Four kernels 

include scale, rotation, shears, and reflection [42]. 

 𝐴 1= [
𝐶𝑥 0 0
0 𝐶𝑦 0

0 0 1

];  𝐴 2 = [
cos (𝑞) sin (𝑞) 0

−sin (𝑞) cos (𝑞) 0
0 0 1

];𝐴 3 = [
1 𝑠𝑣 0
0 1 0
0 0 1

]; 𝐴 4 = [
1 0 0
𝑠ℎ 1 0
0 0 1

] (4) 

Where 𝐴 1= Matrix kernel for scaling, 𝐴 2= Matrix kernel for rotation, 𝐴 3= Matrix kernel for shears vertical,  

𝐴 4= Matrix kernel for shears horizontal, 𝐶𝑥=Scaling horizontal, 𝐶𝑦=Scaling horizontal, 𝑞=angle degree, 𝑠𝑣  

=value shears vertical, 𝑠ℎ= value shears horizontal [43][44]. 

 

2.4. Confusion Matrix  

In the confusion matrix, each row represents the actual class (ground truth), while each column represents 

the class predicted by the model. Each entry in the matrix describes the number of data instances classified into 

each category based on predictions and actual values [45][46]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (5) 

Where True Positive (𝑇𝑃) is The actual value, as well as the predicted value, are the same, False Negative (𝐹𝑁) 

is the actual value is positive, but the prediction is pessimistic, False Positive (𝐹𝑃) is the actual value is 

negative. The prediction is optimistic, True Negative (𝑇𝑁) is the actual positive and predicted values are 

negative [47][48].   
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2.5. Error Calculation 

The error of the prediction process for the next model is calculated using Mean Square Error (𝑀𝑆𝐸) to 

calculate the mean squared error, Root Mean square Error (𝑅𝑀𝑆𝐸) calculates the root of the mean squared 

error, and Mean Absolute Error (𝑀𝐴𝐸) estimates the error of the absolute difference in price [49][50]. 

 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦̃𝑖)2𝑛

𝑖=1  ; 𝑅𝑀𝑆𝐸 = √
1

𝑁𝑑
∑ (𝑦𝑘 − 𝑦̂𝑘)2𝑁𝑑

𝑘=1
;  𝑀𝐴𝐸 =

1

𝑛
∑ |𝑦𝑗 − 𝑦̂𝑗|𝑛

𝑗=1  (6) 

Where n=number of data samples, i,j,k = indexing, 𝑦𝑖, 𝑦𝑘, 𝑦𝑗=actual label, and 𝑦̃𝑖 , 𝑦̂
𝑘
 𝑦̂

𝑗
 = prediction label 

[51][52]. Meanwhile, the value is smaller for MAE because it is taken from the absolute price difference. 

[53][54].  
 

2.6. Hardware Requirement 

The hardware used to process the data in this research is an HP laptop (Hewlett Packard) with an 8th 

generation Core i-7 processor, 8GB RAM, Graphics Processing Unit Nvidia Ge Force GTX1050 with 4GB 

VRAM, 256GB SSD, 1GB hard drive, and Windows10. The use of the GPU enables efficient parallel 

processing of larger batches of data, reducing the time required to train the model on the entire dataset [55][56]. 

 

3. RESULTS AND DISCUSSION  

This section presents the results of this current research, including preprocessing, region proposal, training 

process, data augmentation, prediction, error calculation, and comparison. 

 

3.1. Preprocessing Resize Image 

The initial stage is to equalize all images to have a size of 224x224x3. The photos in the dataset are taken 

from different places with different cameras. The same instruction is the camera distance one meter from the 

object and has a background velvet cloth. The result after resizing is shown in Fig. 6. 

 

 
Fig. 6. Image input after Resize to process 

 

Interpolation techniques for resizing images include bilinear interpolation, bicubic interpolation, nearest 

neighbor interpolation, and Lanczos interpolation. This process is also required to use all images used in the 

feature maps stage and the training, validation, and testing folders during the convolution multiplication 

process with the kernel or filter. The next step is to get the region image for the corn seed. 

 

3.2. Region Proposal 

Furthermore, after all the images have the same size and match the CNN input layer, a convex hull process 

is carried out to get the foreground image object and remove the background. Convex Hull works to get the 

image edges of an object so that it cuts the edges of things that are not needed. It is intended that the convolution 

process focuses on the image being observed by making the background object only white or black. If an image 

contains irregular objects, a convex hull can produce a polygon that surrounds the thing to separate it from the 

background. Convex Hull takes a collection of points on the object to be processed. Form a set of issues that 

form the smallest convex polygon that can cover all these points. Use the resulting convex polygons as a basic 

shape for further analysis, such as object recognition or image segmentation. It shows in Fig. 7.  
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(a) 

 
(b) 

 
(c) 

Fig. 7. Convex Hull (a) original image (b) segmented image (c) Cropping image 

 

The proposal region is obtained from the search calculation for the convex hull value in finding the edge 

value of the object. After getting this value, the pixel nodes are cut so that they can be used to separate the 

foreground from the background. Convex Hull's effectiveness can be measured by calculating computational 

time or comparison with the actual ground truth. Still, in this research, the success of the Convex Hull can be 

seen from the accuracy of the resulting CNN. The anchors can be used by taking them from the output of 

feature maps, but there are also problems with computation time. 

 

3.3. Training Process 

Before starting the CNN training process, several parameters must be determined first: learning rate = 3e-

4, minibatch size = 5, iterations per epoch = 35, and max epoch 30. There are training optimization menu 

options such as ADAM (adaptive moment), SGDM (gradient descent), and rmsprop (root mean square prop). 

The training process with optimization is shown in Fig. 8. 

 

 
Fig. 8. Training Process 
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3.4. Data Augmentation  

The weakness of primary data is that the number of datasets is limited, so training requires more image 

variations. It can be done using augmentation, including scale, rotation, and shears shown in Fig. 9. 

Augmentation adds variety to the data and overcomes the limited amount of data so that the dataset used for 

training to obtain the model does not experience overfitting. 

 

 
Fig. 9. Augmentation Data (a) Scaling (b) Rotation (c) Shears (d) Reflection 

  

3.5. Confusion Matrix 

This stage is to explain the classification process errors on CNN. Several files enter the wrong class due 

to the level of similarity that does not meet. Errors in the confusion matrix process indicate the performance of 

the model. Fig. 10 shows the classification error that occurred in the classification process using CNN. 

 

  

(a) (b) 

Fig. 10. Confusion Matrix (a) Target (b) Predicted 

 

From around 50 training data per class or 300 total data from six categories, two files for Pioneer_P35 

class are classified into Betras_1. The two image files have similarities with other courses, so misclassification 

occurs. The model accuracy of the training process is 99.33%, and these results are then used to predict the test 

data to obtain the belief accuracy. 

 

       
(a)                                                                               (b) 

      
(c)                                                                                     (d) 
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3.6. Prediction 

the prediction stage uses to get the confidence value of the test data. The trial was carried out on eight 

datasets files, and the average results were quite good, above 90%. At this stage, a discussion of the process is 

carried out from the beginning. 

 

  

(a) (b) 

Fig. 11. Result Prediction (a) Believeness 01 (b) Believeness 02 

 

In the first trial shown in Fig. 11.a, there are two images with confidence in the classification results of 

93%, 98.9%, and 99.4%. Fig. 11.b shows the results of the prediction process confidence—the confidence 

interval for testing the model using data ranges from 72.2% -100%. If the training model accuracy results are 

good, then the prediction will also get a good range of confidence accuracy. 

 

3.7. Error Comparation 

Several scenarios were used to test the reliability of the system created, including by comparing the 

accuracy of the existing architecture, Alexnet, Google, and VGG, with the proposed method. The choice of 

training optimization, namely Adam (adaptive moment estimation), sgdm ( Stochastic gradient descent), and 

rmsprop (Root Mean Square Propagation), also determines the results of the training process. Comparison 

between the architecture shown in Fig. 12.  

 

 
 Fig. 12. Comparison of classification errors  

 

The graph shows that the proposed method has better accuracy and time than other architectures tested in 

the scenarios. In using Adam optimization and rmsprop, there is no misclassification. However, when using 
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sgdm, the optimal MSE, RMSE, and MAE values are obtained. A comparison of accuracy and training time is 

shown in Table 1. 

 

Table 1. Comparison of accuracy and training time 

Models No.of layer 
Training 

Accuracy Time (minute) 

Alexnet 25 99.50% 4.50 

Googlenet 144 99.75% 10.03 

VGG19 47 100.00% 45.82 

Resnet50 177 99.88% 28.34 

DenseNet201 709 100.00% 348.20 

SqueezeNet 68 99.50% 5.82 

Purposed methods 34 99.00% 2.52 

Purposed methods2 18 99.33% 2.05 

 

Meanwhile in Fig. 13 shows a comparison of the number of layers, training computation time and model 

accuracy. The scenario results show that when using a large number of layers, the training time increases, but 

for a small number of layers it is necessary to pay attention to the level of stability or not to experience 

overfitting. So, the exact requirement is the minimum training time but can produce the desired optimum 

accuracy 

 

 
Fig. 13. Comparison number of layers vs. time computation 

  

The graph in Fig. 13 compares the number of layers in each architecture to the computational time 

required to train the object. In the 34 layers, the best time is obtained because, in this architecture, the stability 

of the training process has been received with the shortest processing time compared to other architectures in 

the case of object identification of rice seeds. The time needed to train is around 2.5 minutes. 

 

3.8. Research Comparation 

Research on the classification of corn seeds is still limited because the dataset is not yet freely available 

on the internet, so there are still obstacles to making head-to-head comparisons. In addition, each region or 

country has its superior corn seed product, which is also related to the soil conditions, climate, and topography 

of the surrounding environment. Another factor is resistance to pests and diseases. This data can be obtained 

through the local agricultural service. The scope of coverage area dominates. For example, countries with Asian 

tropical climates tend to be the same but different from Europe or Africa. Several studies can be used to 

compare this research regarding the classification of corn seeds, as shown in Table 2. 

From the results submitted, not all researchers convey the computational training time but rather indicate 

the results of the accuracy delivered. The table shows that the results of this research can accurately match the 

use of Yolo V-5 with a shorter training time. 
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Table 2. Research comparison 

No Author Method Accuracy 

training 

time 

(minute) 

testing time 

(s) 

1 Javanmardi et al. (2021) [7] CNN-ANN 98.20% N/A 26.8 

2 Aqib Ali et al. (2020) [5] 
Random Forest, 

Bayesnet, MLP 
94.67% N/A 3.81 

3 Jinghua et al. (2022) [57] Support Vector machine 97.92% N/A N/A 

4 Xiaoming Li et al. (2019) Computer vision 96.67% N/A N/A 

5 Jun Zhang et al. (2020) [6] DCNN 94.40% N/A N/A 

6 Nidhi Kundu et al. (2021) [58] Yolo V-5 99.00% N/A N/A 

7 
Purposed Method without Convex 

Hull 
Augmented + CNN 99.00% 2.5 minute 0.02 

8 
Purposed Method with Convex 

Hull Budids et al. (2023) 

Augmented + Convex 

Hull + CNN 
99.33% 2.05 minute 0.02 

 

4. CONCLUSION 

In this research, we have developed a Convolutional Neural Network (CNN) with proposed regions and 

augmentation techniques to identify maize seeds. The resulting model may differ depending on the data 

acquisition process and environmental conditions, such as lighting and distance from objects. The 

implementation of convex Hull in this research sharpens the desired object area, and the augmentation 

technique overcomes the limited amount of data. The classification results show an average accuracy of 

99.33%, 99.33% precision, 99.33% recall, and 99.36% F-1 score. The computational training time to derive 

the model is about 2 minutes and 30 seconds. The average error value for MSE is 0.0125, RMSE is 0.118, and 

MAE is 0.0108. Further research that can be done is to increase the amount of primary data. Method 

improvement can be made by modifying the feature maps layer or improving the Loss function. 
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