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 In the realm of control systems, the last three decades have witnessed signifi-

cant advancements in Model Predictive Control MPC), an advanced technique 

renowned for its ability to optimize processes with constraints, handle multi-

variate systems, and incorporate future references when feasible. This paper 

introduces an innovative offset-free MPC approach tailored for the control of 

a complex nonlinear system—the Quadruple Tank Process (QTP). The QTP, 

known for its deceptively simple yet challenging multivariate behavior, serves 

as an ideal benchmark for evaluating the efficacy of the proposed algorithm. 

In this work, we rigorously compare the performance of the PID and MPC 

controller when applied to both linear and nonlinear models of the QTP. No-

tably, our research sheds light on the advantages of MPC, particularly when 

confronted with constant disturbances. Our novel algorithm demonstrates 

exceptional capabilities, ensuring error-free tracking even in the presence of 

persistent load disturbances for both linear and nonlinear QTP models. Com-

pared to the PID control, the proposed method can reduce the overall set point 

tracking error up to      ,      , and        using the performance indi-

ces ISE, ITAE, and IAE, respectively, for the linear case. Furthermore, for the 

nonlinear case, the overall set point tracking error reduction is up to      , 

     , and      . This work contributes to bridging the gap in effective 

control strategies for nonlinear systems like the QTP, highlighting the poten-

tial of offset-free MPC to enhance control and stability in a challenging pro-

cess industry involving automatic liquid level control. 
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1. INTRODUCTION  

Over the past three decades, Model Predictive Control (MPC), an advanced control technique, has un-

dergone significant development, finding applications extensively in both academia and industry [1], [2]. 

MPC offers a powerful solution to constrained control problems, featuring optimal control, and the manage-

ment of coupled and multivariable processes. With its origins in the petrochemical industry, MPC has 

evolved through contributions from academia, maturing its theoretical foundations and demonstrating effec-

tiveness in diverse industrial applications [3], [4]. 

While MPC has proven its robustness and stability in the presence of disturbances and uncertainties, 

achieving offset-free control often necessitates integral action, a feature found in traditional controllers like 

PI/PID. Integrating integral action into MPC designs typically involves observers to estimate disturbances 

and adapt the system's states accordingly [5], [6]. However, it's important to consider that the inclusion of 

state and uncertainty estimation doesn't guarantee zero-offset tracking control [7]. An alternative approach, as 

proposed by Hermansson and Syafiie [8], combines multiple model predictive controllers and includes adap-

tive integral action control. 

This article introduces an offset-free model predictive control (MPC) method tailored for the servo and 

regulatory action of a nonlinear system—the quadruple tank process (QTP). The QTP, initially introduced by 

Johansson [9], remains a classical benchmark control problem due to its multivariable and nonlinear nature 

https://creativecommons.org/licenses/by-sa/4.0/deed.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
mailto:iput003@brin.go.id
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[10], [11]. This process is very suitable to demonstrate performance limitations in multivariable control de-

sign due to right half-plane zeros. The QTP can be considered as a prototype of many industrial applications 

in the process industry involving liquid level control such as chemical and petrochemical plants [12]. Previ-

ous research has explored various control strategies for the QTP, including decentralized PI/PID controllers 

[9], [10], [13]–[21], fractional order PI control [22]–[25], Model Reference Adaptive Controller (MRAC) 

[13], [26], state error feedback linearization control method with disturbance observer (DOB) and    gain 

[27]–[30], low-gain integral controllers [31], generalized predictive control (GPC) [32], and sliding mode 

control [12], [23], [33]–[37], optimal control [38]–[40], and intelligent control techniques [21], [39], [41]–

[49]. 

The primary objective of this study is to develop an MPC approach that achieves error-free tracking for 

the QTP, both for linear and nonlinear cases. Furthermore, for a more obvious understanding, this study also 

compares the performance of the MPC with a decentralized PID control. Distinguishing itself from prior 

works that employed conventional controllers [9], [10], [14],  or multiple MPCs [8], our approach deploys a 

single MPC.  

Since automatic liquid level regulation is crucial in process industries, an effective and efficient control 

method is a requirement. The dynamics of QTP resembles that of many real systems such as boiler process, 

distillation column, oil refineries in petrochemical industries, and many more. These processes involve an 

interacting tank system that is difficult to control. By addressing the challenge of offset-free tracking for the 

QTP using MPC, this research aims to contribute to the field of control systems while providing practical 

insights for real-world applications.  

The outline of this article is presented as follows. The first part of Section 2 provides an overview of the 

QTP and presents a linear model for control design. Then, we will explain the PID controller design concise-

ly in the second part of Section 2. Subsequently, the section will be closed with a thorough elaboration on the 

MPC design, including a novel error-tracking strategy. Section 3 compares the control performance of the 

PID and the MPC controllers both for the linear and nonlinear QTP models. This section will also evaluate 

MPC's robustness to constant disturbances. Finally, Section 4 summarizes the findings and conclusions 

drawn from the simulation results. 

 

2. RESEARCH METHODS  

2.1. Quadruple Tank Process  

In this section, a concise overview of the QTP will be described. Then, a linear model derivation for 

control design is presented. 

 

2.2. System Description 

This section will derive a mathematical model for the quadruple tank process (QTP). The QTP consists 

of four interconnected water tanks and two dedicated pumps [9]. The schematic drawing of the QTP is pro-

vided in Fig. 1.  

 

 
Fig. 1. Schematic diagram of QTP. 
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Water is delivered from the reservoir to both the upper and the lower tanks. Pump 1 transfers water to 

tanks 1 and 4, while pump 2 supplies water to tanks 2 and 3. The manipulated variables of the QTP are the 

voltages applied to the pumps, denoted as    and    [V]. The controlled variables are the water levels of the 

two lower tanks, denoted as    and    [  ]. The split ratio   is determined by the valve positions. Let's as-

sume that the states of the system are the water levels of tank 1 to tank 4, denoted as         , and    respec-

tively. It should be noted that all continuous variables are time-dependent, but for simplicity, time indices 

have been omitted. For instance, the level variable is denoted by   ( )                 . The dynamics of 

the system are derived using first principles, i.e., mass balances and Bernoulli's law as follows 

    
  

  
  
  
√     

  
  
√     

    
  

   

   
  

  
  
  
√     

  
  
√     

    
  

   

   
  

  
  
  
√     

(    )  
  

   

   
  

  
  
  
√     

(    )  
  

   

(1) 

where    is the water level [  ],    is the cross-section area of the outlet hole [   ],   (       ) is the 

corresponding tank's cross-sectional area [   ]. Additionally,    and    are the applied voltage to the pump 

[ ]; whereas    and    denote the split ratio of valves 1 and 2;    and    are constants that signify the rela-

tionship between the control voltages and the pumps' water flow [      ],   is the gravitational constant 

[     ], and    is a constant associating the voltage and the tank level [    ]. The values of the system 

parameters can be found in Table 1. 

 

Table 1. Numerical values of the QTP system parameter 

Parameter Value Unit 

  ,    0.081     

  ,    0.067     

  ,    3.33, 3.35       ⁄  

   0.50     ⁄  

  ,    40     

  ,    30     

  981       ⁄  

 

2.3. Linear Model 

According to Johansson [9], the QTP has a unique feature that makes it popular as a benchmark for con-

trol strategy proposals, i.e. having an adjustable transmission zero in its linear system. The zero location var-

ies from the left half to the right half of the  -plane based on the split ratio value. Changing the split ratio   

and   allows a zero with a negative real part, which corresponds to the minimum phase mode. In this mode, 

the flow to the lower tanks is greater than the flow to the upper tanks, specifically        . On the 

contrary, if the linear model has a zero with a positive real part, then it corresponds to the non-minimum 

phase (NMP) mode. In this mode, the flow to the lower tanks is smaller than the flow to the upper tanks, spe-

cifically          In this study, the valve positions    are set in a way that an NMP system is 

achieved. Thus, we choose          and        . Of course, controlling an NMP system is harder than 

the minimum one. This can be understood since more fluid flows into the two upper tanks than into the two 

bottom tanks yielding competing effects between the initial and steady-state system responses. This attribute, 

alongside constraints and a multivariate nature, can deteriorate closed-loop system performance, even worse 

leading to instability [50].  

Since the process described in (1) is nonlinear, creating a linear model to utilize the MPC algorithm is 

necessary. By defining   ,  ,  ,   ,    , and    vectors as   [        ] ,   [    ]
 ,   

[    ] ,    [  
   

   
   

 ] ,    [  
   

 ] and    [  
   

 ] , respectively. Then, by introdu-

cing         ,          and         , the linearized QTP model is obtained as follows 
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where the time constants    are defined as 

 

   
  
  
√
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and the corresponding transfer matrix is 
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 (4) 

where              and             . 

The corresponding operating conditions,   
  and   

 , are given in Table 2.  

 

Table 2. The operating condition values for the NMP QTP (         and        ) 

Variables Value Unit 

  
    

  8.62, 18.7    

  
    

  4.51, 8.67    

  
    

  3.5, 3.5   

 

Using (3), (4), and the parameter values given in Table 1 and Table 2, the following time constants and 

transfer function matrix are obtained 

                                          

  ( )  

[
 
 
 

    

       

    

(       )(       )
    

(        )(       )

    

        ]
 
 
 

 
(5) 

Fig. 2 shows simulations of the NMP model compared to the nonlinear model described by (1). The in-

puts are random sequences with amplitudes of      [   ], so that the linear model can capture the nonlinear 

dynamics. As the goodness of fit measure between the linear NMP model and the nonlinear process, we use 

root mean squared error (RMSE) as commonly expressed in (6). 

 

   √∑
( ̂    )

 

 

 

   

 (6) 

where  ̂  is the  -th model data,   is the  -th reference data, and   is the number of the samples.  

For this particular case, the    is        and        for    and   , respectively. It indicates that the 

linear model agrees well with the responses of the nonlinear QTP. Additionally, the transmission zeros are 
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  (            ) for this particular case  Note that one of the transmission zeros has a positive value, 

which indicates that the corresponding system in (5) is indeed an NMP system. 

 

 
Fig. 2. Validation of the NMP model. 

 

2.4. PID Controller Design 

This section will discuss a decentralized PID controller design for a multivariable system, studied by 

many researchers, see [9], [10], [13]–[21] for instance. But, before delving into PID control design, a brief 

overview of the relative gain array (RGA) will be described and analyzed. 

 

2.5. Relative Gain Array (RGA) 

When dealing with a coupled multivariable control system, the notion of RGA is very important since it 

is a measure of the interaction nature among the elements of the multivariable system. In the process indus-

try, the RGA is the main tool for deciding on control structure problems, specifically input-output pairing for 

decentralized controllers. The common formula to compute the RGA   is     ( )    
  ( ), where the 

asterisk denotes element-by-element matrix multiplication and    inverse transpose. Using the formula, the 

obtained RGA   is 

  [
         
         

] 

The non-zero values in the off-diagonal elements indicate that the multivariable system has an interact-

ing nature with each other. But for the QTP, the following simple expression can be used to calculate the 

RGA [9] 

 
  

    
       

 (7) 

Note that the RGA only depends on the split ratio      settings. For         and        , then we 

get          . This indicates that the system is hard to control because of the value of     [9]. 

 

2.6. PID Controller Structure 

In this section, a decentralized PID controller will be designed. As indicated in the previous section, the 

NMP QTP indeed owes an interaction problem between the neighboring process variables. The common 

method to solve the problem is to employ the decoupling technique in the control structure. Many authors 

proposed methods to determine the decoupler matrix, see in [14], [17], [18], [20].  

A parallel form of PID is used in this study. The transfer function for each controller can be expressed 

in  -domain as follows 
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    ( )      
  
 
   

 

      
 (8) 

where        and    are the proportional, integral, and derivative gains, respectively;    is the derivative 

filter time. The schematic diagram for the PID controller is given in Fig. 3.   ( ) and   ( ) are the PID con-

trollers for loop 1 and loop 2, respectively.    is the input disturbance to each controller.   ( ) and   ( ) are 

the reference signals. 

 

 
Fig. 3. The decentralized PID control structure. 

 

Using Matlab/Simulink and Control System toolboxes, the following static decoupler matrix and PID’s 

tuning parameters are employed in this work 

  ( )  [
          
          

]  

                                     

                                          

(9) 

 

2.7. Model Predictive Control (MPC) Design  

Having derived a mathematical model and PID control design for the QTP in the previous section, a 

brief overview of MPC and its design steps will be elaborated in this section. Model predictive control 

(MPC) is a sophisticated control method that can naturally manage multiple-input multiple-output (MIMO) 

processes and take constraints into account explicitly [51]. The MPC converts the control system problem 

into an optimization formulation. By using an identified model, it solves an open-loop optimal control prob-

lem (OCP) iteratively in a finite horizon at every sampling time to obtain the control action sequences. How-

ever, only the first control action is implemented while the remainder is omitted [52], [53]. Then, the proce-

dure is repeated for the next sample instant after shifting the horizon one step ahead. Thus, the MPC is some-

times called receding horizon control. 

 

2.8. State space Model 

Since MPC is a model-based control strategy, one should provide a model to make use of the approach. 

In this work, a linear model in the form of state space is assumed to be available. The subsequent equation 

denotes a linear time-invariant (LTI), discrete system: 

  (   )    ( )    ( ) 

 ( )     ( ) 

 ( )     ( )     ( ) 

  ( )     ( )     ( ) 

(10) 

where  ( )     is the control input vector,  ( )     the state vector,  ( )      the measured output, 

and  ( )      is the controlled output vector. One of the benefits possessed by MPC is that it can consider 

constraints not only on the control variables  ( ) but also on the constrained outputs   ( )   
   as formu-

lated in (11):  

+
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         ( )             

      ( )            

       ( )            

(11) 

The control increment   ( ) above is defined as   ( )   ( )   (   ).    and     are the block-

ing factors (see § Blocking Factor) for the controlled and control variables, respectively. Note that the con-

trolled and constrained variables in (10) are separated. This formula is to accommodate cases where the ref-

erence values are only available for the controlled variables, but not for the constrained ones. 

 

2.9. Optimal Control Problem 

The essence of the MPC control method can be seen in how it formulates an OCP. Consider a quadratic 

cost function as follows 

 

 ( )  ∑ ‖ ̂(   | )   (   | )‖ ( )
  ∑‖  ̂(   |  )‖ ( )

 

    

   

       

    

 (12) 

where  ̂(   | ) and   ̂(   | )  are the predicted controlled output and the predicted control input incre-

ments sequence at time k. In addition, the symmetric weighting matrices Q ≥ 0 and R > 0 are assumed to be 

constant over the prediction horizon   . Note that the first sample included in the horizon is indicated by   . 

Further, the control horizon is denoted by   . Also, notice that in (12)   ( ) is penalized instead of  ( ). 
This is a common practice in linear quadratic control. 

 

2.10. State Estimation 

The need for state estimation arises since often there is a case where the present state is not available. 

For a plant described as 

  (   )    ( )    ( ) 

 ( )     ( ), 
(13) 

we can make use of a state observer, as shown in Fig. 4, to estimate the unknown state variables. 

 

 
Fig. 4. A general structure of a state observer. 

 

The observer is a copy of the plant, using feedback from the measured output, to obtain the state 

estimate  ̂( ). The underlying principle of the observer is governed by the following equations 

 

 ̂( | )   ̂( |   )    
 ( ( )   ̂( |   )) 

 ̂(   | )    ̂( | )    ( ) 

 ̂( |   )     ̂( |   ) 

(14) 

Substituting the third equation of (14) into the first, then eliminating the  ̂( | ) yields 

  ̂(   | )   (    
   ) ̂( |   )    ( )     

  ( ) (15) 
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 (      ) ̂( |   )    ( )     ( ) 

where the gain matrix       
 . This system is stable if |      |   .  

Defining the state estimator error as  ( )   ( )   ( |   ), then using (13) we get 

  (   )  (      ) ( ) (16) 

which indicates that the error converges to zero provided that the observer is stable. The convergence rate is 

determined by the eigenvalues of       .  

Assuming the state and outputs of the plant to be subjected to white noise disturbances with known 

covariance matrices, say a matrix    for the covariance matrix of the process noise and a matrix    for the 

covariance matrix of the measurement noise, then the gain matrix    can be obtained by solving a discrete 

algebraic Riccati equation. This kind of observer is known as a Kalman filter. 

 

2.11. Error-free Tracking 

In real-world scenarios, inaccuracies in modeling and disturbances are inevitable. The linear model de-

scribed in (10) does not have a direct method to handle these problems. To make the controller practical, it is 

necessary to address these issues. Controllers are typically designed with integral action, resulting in zero 

steady-state error. There are numerous ways to achieve integral action in a controller. For instance, for SISO 

systems, the introduction of integral action is relatively easy. One common technique involves adding an 

integrator state to the state space model [5]. 

Nevertheless, the previously mentioned approach does not work well for MPC controllers. Thus, an al-

ternative method is proposed. This paper employs the same technique developed by Åkesson and Hagander 

[54]. The technique utilizes a disturbance observer to achieve integral action in the MPC formulation. The 

augmented system model is formulated as follows: 

 

[

 (   )

  (   )

 (   )
]  [

   
   
   

] [

 ( )

  ( )

 ( )
]  [

 
 
 
] ( ) 

 ( )    ( )  [    ][ ( )   ( )
  ( ) ]  

  ( )  [    ][ ( )   ( )
  ( ) ]  

(17) 

where   ( )   
 ,  ( )    ,   ( )   

   and   ( )   
  denote the output disturbance, the input dis-

turbance, the controlled output, and the additional measured output, respectively. In this scenario, it is as-

sumed that the quantity of controlled outputs,  ( ), is equivalent to the number of inputs  ( ). Furthermore, 

it is presumed that the controlled variables are included in the set of measured variables. 

 

2.12. Blocking Factors 

There are several conditions where it may be beneficial to keep the control signal unchanged for a few 

consecutive predicted samples. This permits the control horizon to be increased without adding complexity to 

the OCP. For instance, if enhancing closed-loop performance requires increasing the control horizon, this 

will also increase the computation time of the OCP. If this is not desirable, one potential solution is to include 

only every other decision variable in the OCP. As previously stated, this approach assumes that the control 

signal remains constant over two consecutive sampling times. To accomplish this goal, let us introduce    as 

the predicted sample index set where the control signal can vary. Similarly, we can generalize the prediction 

horizon. Rather than including all predicted values in the interval [          ], we could enforce the set 

   as the sample index corresponding to the predicted output values included in the cost function and con-

straints. Therefore, using the above notation, we can rewrite the cost function in (12) as follows 

  ( )  ∑‖ ̂(   | )   (   | )‖ ( )
 

    

 ∑‖  ̂(   | )‖ ( )
 

    

 (18) 

To illustrate the blocking factor concept, consider the following example. Let assume that     , 

      and     . Then, only samples [       ] will be included in the cost function evaluation. Similarly, 

assume that      and     . Then, it is assumed that at each sample, we have the predicted control signal 

 ̂( )   ̂(   ) and  ̂(   )   ̂(   ). Only  ̂( ) and  ̂(   ) will be calculated. Thus, the computa-

tion load can be reduced. 
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2.13. Model Predictive Control (MPC) Structure 

MPC as indicated by its name, is a model-based control strategy. It uses the model to predict the output. 

Using these predictions, the goal is to find the control sequence that minimizes the cost function that is de-

pendent on those predicted outputs, reference trajectories, and control actions. The MPC strategy is briefly 

summarized in the following steps [2]: 

a. The future outputs,  ̂(   | )             , are computed over the prediction horizon    at each 

sampling time using the linear model of the system, as described in (14). These values of  ̂( ) depend 

on the past input and output samples and the future control sequence,  ( ). 
b. The values of the control signal  ( ) are calculated using an optimization algorithm to minimize the 

cost function (18). This criterion, usually in the form of a quadratic function, tries to approximate the 

future outputs to the future reference signal. 

c. After optimization, only the first sample of the signal  ( ) is applied to the system. When new meas-

urement data is available, the overall procedure is repeated. 

The basic structure of an MPC algorithm is given in Fig. 5.  

 

 
Fig. 5. A basic structure of MPC algorithm. 

 

Many authors proposed various algorithms to solve a constrained case in MPC formulation [2], [5], 

[55]. The MPC structure for the constrained case is shown in Fig. 6. In this study, the algorithm given in Ta-

ble 3 is employed. For a detailed description and its implementation in a multivariable system case, one could 

refer to [56], [57]. 

 

 
Fig. 6. An MPC structure for a constrained case. 

 

Table 3. An MPC algorithm for constrained case 

1: Initialize the MPC tuning parameters (  ,              ,  ), the system model matrices ( ,  ,    

and  ), and the model prediction matrices ( ,  ,  ). 

2: for        ,        do 

a. Attain the future reference signal  ( ), then calculate the following tracking error matrix: 

 ( )    ( )    ( )      (     ) 
b. Find solutions to QP optimization problems using the active set method. 

   
   ( )

 ( )          ( )       ( )    ( ) 

           subject to 

 

[
 
 
  
]  ( )  [

 
   (   )   

 [  (    (   )   )]
] 

c. Calculate the following optimal control input: 

  ( | )    [           ]  
 ( )    u(   ) 

d. Wait for the next sampling time and repeat step a. 

3: End 
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The tuning parameters for the MPC design are presented in Table 4. The prediction and control horizons 

are selected by considering the time constants of the linearized system. Choosing too short horizons could 

result in instability, while too large horizons could lead to increased computational load. Since the smallest 

and the biggest time constant as defined in (5) are        and 116.7 s respectively, then with a sampling time 

      , the chosen    and    as given in Table 4 are reasonable. The horizons correspond to a prediction 

time of      and a control time of     , respectively. Increasing the horizons without increasing the number 

of optimization variables can be accomplished by introducing a blocking factor, as previously mentioned. In 

this particular case, the blocking factor            was specified for control purposes. For further methods 

on how to tune MPC, one can refer to [58]–[60]. 

 

Table 4. Numerical Values of MPC Controller for the QTP 

Pa-

rameter 

Value 

   30 

   10 

   1 

   2 

   2 

  diag(4, 1) 

  diag(0.01, 0.01) 

   
diag(1, 1, 1, 1)/diag(1, 1, 1, 

1, 1, 1) 

    diag(0.01, 0.01) 

 

Equation (2) indicates that only two states, namely    and   , are measurable. This means that there is a 

need for an observer to estimate the two unknown states,     and   . In this study, the Kalman filter, known 

as an optimal filter [54], will serve as the observer. 

 

3. RESULTS AND DISCUSSION  

The control objectives are twofold. Firstly, it is desired to maintain the water levels of the lower tanks 

(   and   ) to the given reference levels by manipulating the two pump’s voltages. Secondly, the controller 

must be able to regulate the system response to the setpoint when a constant disturbance comes in. The max-

imum water level for each tank is 20   , which corresponds to 10 V since     is set to 0.5 (refer to Table 1). 

To ensure a safety margin, the tank level constraints are set at 19.8    in this simulation. Specifically, we set 

   ( )        The pump operations are restricted to 010 V, i.e.    ( )    . The control increments 

  ( ) are also restricted such that       ( )    .  

It should be noted that the stationary water level of   
  is very near to the maximum level, as indicated in 

Table 2. Controlling an NMP system that operates close to a constraint is a difficult control problem to re-

solve. However, by utilizing the MPC algorithm for such a problem, two major advantages of MPC can be 

demonstrated: the ability to handle multivariable cases and to deal with constraints.  

Two cases will be considered in the study. The first case will simulate PID and MPC controllers for a 

linear NMP model, and the second case will discuss a more realistic scenario using the nonlinear QTP system 

described in (1) as the plant. For each case, two distinct observers will be considered in MPC designs. The 

first design (denoted as MPC1 design) will employ a standard Kalman filter, while the second one (denoted 

as MPC2 design) will use a modified Kalman filter that includes a disturbance model into its integral action 

formula as expressed in (17). It is worth noting that a disturbance will be applied in both cases to evaluate the 

performance of the PID and MPC controllers in rejecting disturbances. The tuning parameters for the PID 

controller are given in (9), while the tuning parameters for the MPC controller are presented in Table 4. 

To measure the controller performance, we use integral squared error (ISE), integral absolute error 

(IAE), and, integral time absolute error (ITAE) as follows 

    ∫   ( )   

  

 

     ∫| ( )|   

  

 

      ∫  | ( )|   

  

 

 

 

3.1. Control Performance for the Linear Model 

The results of the first case simulation are presented in Fig. 7. To evaluate the ability of the PID and 

MPC to track the set point, the following scenario is conducted: at         , a step change in the level set 
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point     of 6 cm is applied while keeping the level set point    constant. Then, at     1500  , a step change 

in the level set point    of 2 cm is applied while keeping the level set point    constant. 

At time           ,  Fig. 7 shows that there is a strong coupling between    and   , but both the PID 

and MPC controllers can handle this situation quite well by achieving the expected set points. The MPC con-

trollers give better transient responses than the PID since no overshoots are introduced in    control loop. 

However, the PID gives a faster transient response than the two MPCs. The performance of the MPC1 design 

deteriorates when a constant disturbance is applied to    at           (see Fig. 8 for a more obvious pic-

ture). On the contrary, both the PID and MPC2 design can handle the input disturbance very well. When 

there is a step change in    set point at          , both the PID and MPC2 design controllers can steer the 

system responses to the desired set points, whereas the MPC1 design controller fails. This result proves that 

the MPC algorithm using a Kalman filter that incorporates an input disturbance model as defined in (17) suc-

ceeds in obtaining steady-state error-free tracking. 

 

  
Fig. 7. Control performance comparison for the linear QTP. 

 

Table. 5 shows that overall the MPC2 design controller gives the smallest error of all the controllers. 

Again, the numerical results listed in Table. 5 indicate that the proposed MPC method is better than the PID 

and MPC1 design controllers. It can reduce the overall set point tracking error up to      ,      , and 

       using the performance indices ISE, ITAE, and IAE, respectively, compared to the PID controller. 

 

Table 5. The controller performance comparison for the linear QTP 

Control Type     
Performance indices 

ISE ITAE IAE 

Decentralized 

PID 

                           
                           

MPC1 

design 

                           
                          

MPC2 

design 

                           
                          

 

As previously mentioned, the second control objective is that the designed controller must be robust to 

constant disturbance. Thus, the following scenario is applied to the system: a constant disturbance is intro-

duced to input    at t        and to input    at t       . The simulation results are given in Fig. 8. Both 

the PID and MPC2 design can attenuate the input disturbance very well. Unfortunately, the MPC1 design 

controller– which only employs a standard Kalman filter without input disturbance state– fails to reject the 

disturbance. 

We can conclude from Fig. 7 and Fig. 8 that the designed PID controller can track the set points and re-

ject disturbance quite well since it has been combined with a static decoupler as defined in (9). The decoupler 

tries to minimize the control loop interaction as small as possible. Additionally, the MPC controller can man-

age a multivariable system naturally. It can be done by tuning the weight matrices Q and R. 
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Fig. 8. Disturbance rejection comparison for the linear QTP. 

 

3.2. Control Performance for the Nonlinear Model 

In the second case, we use the nonlinear QTP plant model described in (1) to get a more realistic scenar-

io. Both the plant model and PID controller blocks are implemented using Matlab/Simulink, whereas the 

MPC controller block is represented by an S-function block. The same simulation scenario as in the linear 

control case is performed and the results are shown in Fig. 9. 

 

 
Fig. 9. Control performance comparison for the nonlinear QTP. 

 

Fig. 9 shows both the PID and MPC1 design controllers fail to achieve zero-error tracking even when 

there are no disturbances. This fact can be understood since a significant model mismatch between the linear 

and nonlinear QTP exists. Even, the PID controller violates the output constraint for    control loop, i.e. its 

tank level is over      . It means that the tank    overflows. The degradation in performance of the two 

controllers is more obvious as listed in Table 6. Again, the MPC2 design controller has superior performance 

compared to the other controllers. In this case, it can reduce the overall set point tracking error up to      , 

     , and       using the performance indices ISE, ITAE, and IAE, respectively, compared to the PID 

controller. 

Table 6. The controller performance comparison for the nonlinear QTP 

Control Type     
Performance indices 

ISE ITAE IAE 

Decentralized 

PID 

                               
                              

MPC1 

design 

                          
                              

MPC2 

design 
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When an input disturbance is present, only the MPC2 design controller succeeds in achieving zero 

steady-state error, as seen in Fig. 10. Hence, it can be concluded that the offset-error tracking algorithm is 

also effective for the nonlinear model. 

 

 
Fig. 10. Disturbance rejection comparison for the nonlinear QTP. 

 

4. CONCLUSION 

This article presents an MPC design utilizing the offset-error algorithm to control both the linear and 

nonlinear quadruple tank process (QTP), a well-known benchmark for control problems. The split ratio of 

valves 𝛾  is carefully selected such that a non-minimum phase (NMP) system is obtained. Moreover, the 

integration of a disturbance observer into the augmented system model within the MPC framework enabled 

us to achieve error-free tracking, even in the presence of a constant load disturbance. To get more insight, we 

compare the performance of the proposed MPC algorithm with a conventional decentralized PID and stand-

ard MPC. 

Our study has demonstrated the practical benefits of the MPC algorithm, including its ability to handle 

constraints and support multiple input-multiple output (MIMO) systems. Additionally, the proposed offset-

error algorithm has proven effective in rejecting load disturbances for both linear and nonlinear QTP models. 

Compared to the PID control, the proposed method can reduce the overall set point tracking error up to 

     ,      , and        using the performance indices ISE, ITAE, and IAE, respectively, for the linear 

case. Furthermore, for the nonlinear case, the result is much better. The overall set point tracking error reduc-

tion is up to      ,      , and       using the performance indices ISE, ITAE, and IAE, respectively. 

In alignment with our research objectives, this work highlights the potential of MPC-based control 

strategies in complex systems like the QTP. The findings presented here open doors to practical applications 

in industries where precise control and disturbance rejection are critical. Additionally, control of liquid level 

in tanks and fluid flow between tanks is essential in nearly all process industries such as petrochemical, 

wastewater treatment, pharmaceutical, food, distillation column, etc. Despite many benefits, MPC also suf-

fers from drawbacks. One of these is that the control law derivation is more complex than that of the classical 

PID controllers, i.e. MPC needs hardware with high computation power. In case the process dynamic does 

not change, the derivation of the controller can be done beforehand. However, in the adaptive control case, 

all the computation has to be carried out online. When any constraints are active, the amount of computation 

time required is even higher. Fortunately, with the computing power available today, it is not an essential 

problem anymore. 

Future research could explore further refinements to the MPC design, investigate the scalability of the 

offset-error algorithm to more complex systems, and explore applications in various domains. This study 

contributes to the ongoing advancement of control systems and offers promising avenues for future research 

and practical implementation. 
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