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 Nephropathy is a severe diabetic complication affecting the kidneys that 

presents a substantial risk to patients. It often progresses to renal failure and 

other critical health issues. Early and accurate prediction of nephropathy is 

paramount for effective intervention, patient well-being, and healthcare 

resource optimization. This research used medical records from 500 datasets 

of diabetic patients with imbalanced classes. The main goal of this study is to 

get high-performance predictive models for nephropathy. So, this study 

suggests a new way to deal with the common problem of having too little or 

too much data when trying to predict nephropathy: adding more data through 

adaptive synthetic sampling (ADASYN). This technique is particularly 

pertinent in ensemble machine-learning methods like Random Forest, 

AdaBoost, and bagging (Adabag). By increasing the number of instances of 

minority classes, it tries to reduce the bias that comes with imbalanced 

datasets, which should lead to more accurate and strong predictive models in 

the long run. The experimental results show an improving 4% rise in 

performance evaluation such as precision, recall, accuracy, and f1-score, 

especially for the ensemble methods. Two contributions of this research are 

highlighted here: first, the utilization of adaptive synthetic sampling data to 

improve the balance and diversity of the training dataset. The second 

contribution is incorporating ensemble methods within machine learning 

algorithms to enhance the accuracy and robustness of diabetic nephropathy 

detection. 
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1. INTRODUCTION  

Diabetic nephropathy (DN) is a severe complication of diabetes mellitus and a leading cause of end-stage 

renal disease. Although albuminuria is a marker of DN, there is a subset of DN patients who are not 

characterized by high albuminuria levels. This poses a significant challenge in the early detection of the disease. 

Furthermore, the disease is characterized by different pathophysiological mechanisms and clinical outcomes. 

Hence the need for case-specific biomarkers and diagnostic criteria for personalized treatment strategies. In 

addition, current treatment approaches mainly target albuminuric DN, may adjust in the choice of personalized 

therapy to DN without albuminuria. There is thus a need to identify novel biomarkers, and develop targeted 

interventions to improve the clinical outcomes of this often overlooked subset of DN patients. In this study, we 

aim to explore the challenges and opportunities in early identification and prediction of albumin level in 

diabetic patients as a predictor of diabetic nephropathy. Furthermore, potential research directions may address 

this unmet medical need [1]. On the other hand, diabetic nephropathy is a kidney condition that results from 

diabetes.  Europe and the United States have the highest rates of kidney failure. Diabetic nephropathy 
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progresses through five distinct stages. In the early stage (Phase I), hyperfiltration occurs, leading to increased 

GFR (glomerular filtration rate), AER (albumin excretion rate), and kidney enlargement. In Phase II, albumin 

excretion remains relatively normal (<30mg/24 hours), although some patients may experience hyperfiltration, 

which increases the risk of developing diabetic nephropathy. Phase III is characterized by microalbuminuria 

(30-300mg/24 hours). Phase IV is identified by a positive Difstick proteinuria test, with albumin excretion 

exceeding 300mg/24 hours. At this stage, there is a decrease in glomerular filtration rate (GFR), and 

hypertension is often detected. Stage V is the final stage of kidney disease, and End Stage Renal Disease 

(ESRD). At this stage dialysis is usually started when the glomerular filtration rate (GFR) decreases to 

15ml/min. Nephropathy is characterized by increased urinary albumin excretion, decreased glomerular 

filtration rate (GFR), or both, as observed in clinical medicine and epidemiological investigations [2]. 

In recent years, medical diagnosis with machine learning has been widespread. Machine learning has 

proven useful in several medical fields, including mental health diagnosis [3], oncology [4], cancer prediction 

and prognosis [5], and breast cancer diagnosis [6]. Medical imaging for neurosurgery, radiation, and cancer 

diagnostics has used this method well too [7]. Also, medical professionals have used machine learning 

algorithms extensively to assist in the diagnostic process. Medical diagnostics are now more accurate and 

efficient thanks to evidence-based decision-making made possible by data-intensive machine learning 

approaches [8]. Integrating machine learning models into medical diagnostics has greatly improved the 

accuracy and predictive ability of diagnostic procedures, although large medical datasets and learning 

algorithms have been available for decades [9]. In general, machine-learning approaches can substantially 

improve medical diagnosis for some medical disorders and fields of study [10]. The probability of diabetic 

nephropathy can be determined by classifying individuals into different risk categories using machine learning 

algorithms. This risk category can be used by healthcare practitioners to personalize treatment plans [11]. In 

addition, several studies have explored the use of machine learning to identify individuals on in risk 

stratification. The researchers have investigated the use of image-based techniques to detect and track diabetic 

nephropathy with clinical information. This technology uses medical imaging techniques to detect changes 

associated with nephropathy. Machine learning has been used to classify diabetic nephropathy patients into 

different subgroups based on their disease progression. It enables the implementation of personalized medical 

plans and customized therapies. Many studies integrate various data sources, including microarray gene 

expression data sets, electronic health records, genome, and proteomic data, to build models to predict diabetic 

nephropathy [12]. However, one of the problems in applying machine learning for medical diagnosis is 

imbalanced data in constructing the classifier model. 

The unequal distribution of data samples across the classroom affects learning. This makes it difficult for 

classifiers to learn from minority class instances efficiently [13]. To balance the distribution between the 

samples of the majority and minority classes, the oversampling approach creates a synthetic sample of the less 

represented classes to address this problem [14]. The re-sampling strategy has been used in several studies to 

solve the problem of class distribution that is not equal in the data. Three of these methods are up-down, over-

, and under-sampling. Furthermore, research in this field deals with challenges such as understanding and 

accuracy of machine learning models. Machine learning algorithms are challenged by these differences, 

especially when it comes to categorizing minority classes correctly [15]. Oversampling methods such as 

Adaptive Synthetic Sampling (ADASYN) are one way to address this problem. It has been shown that 

unbalanced data sets can be re-balanced efficiently by using this technique, which facilitates the learning of 

classifiers [16]. In addition, oversampling methods such as ADASYN have proven important in improving the 

performance of machine learning models in the field of fraud detection, where unbalanced data sets are typical. 

The effectiveness of ADASYN has been proven in several applications, such as plant identification and activity 

identification, where it has helped produce highly accurate results on unbalanced datasets [17]. In addition, 

ADASYN performance evaluation against other machine learning algorithms, such as AdaBoost and XGBoost, 

has been carried out [18]. This assessment shows the effectiveness of ADASYN in addressing the difficulties 

shown by highly unbalanced data sets. This method modifies the dataset by either increasing or decreasing the 

number of samples to achieve a balanced distribution of classes. The objective is to mitigate bias or influence 

on the analysis or modeling, hence enhancing its reliability and applicability to all categories. It is crucial to 

acknowledge that the domain of diabetic nephropathy and machine learning is constantly progressing, with 

continuing investigations focused on enhancing the early identification, accuracy of prediction, and overall 

results for patients. Therefore, the objective of this study is to enhance the performance rate by employing the 

Adaptive Synthetic Sampling (ADASYN) technique to resample the data. 
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2. METHODS  

In this study, we proposed a method to get results with better performance rates. The research begins with 

collecting data, which means obtaining a set of important data related to the problem of diabetic nephropathy. 

Preprocessing is needed to improve the data so that it can be analyzed after it is collected. In this step, we do 

data cleaning, fill the voids with information, and make sure that all forms are the same. The Adaptive Synthetic 

Sampling Approach for Unbalanced Learning (ADASYN) aims to help correct class imbalances and make data 

more representative. Later, the researchers used advanced machine learning algorithms and statistical methods 

to build a classification model. This model aims to find trends, make predictions, and learn more from the data. 

Finally, the review step looks at the accuracy, precision, memory, and other factors of the classifier model 

critically. This complete review confirms the validity and reliability of the results of the study, proving the 

authenticity and significance of the research. Fig. 1 shows the general steps the researchers took to try to predict 

diabetic nephropathy. First, information is collected from the medical records of people with diabetes. Then, 

ADASYN is used for data pre-processing, which includes enhanced data. After that, the data added was used 

to create predictor models that could predict diabetic nephropathy. Finally, we see how well the proposed 

method works. 

 

 
Fig. 1. General Steps in this research 

 

The proposed method of this study is the utilization of a technique known as "data augmentation," 

specifically through oversampling using the Adaptive Synthetic Sampling Method for Imbalanced Data 

(ADASYN). The suggested method involves initiating data gathering from medical records, followed by 

preprocessing the data to enhance data quality. The final stage involves the implementation of a machine 

learning or ensemble algorithm for detection. Initially, data was gathered from diabetic individuals. The 

presence of missing values in the data and the significant disparity in attribute value range contribute to the 

noise observed. Consequently, we address missing values by utilizing KNN Imputation for numerical data and 

modus for categorical data values. Subsequently, we used normalization to ensure that the attribute value falls 

inside a predetermined range. Subsequently, to address the uneven distribution of data across each class, we 

employ resampling through the utilization of the ADASYN approach. Ultimately, we utilized machine learning 

and an ensemble technique. Fig. 2 illustrates the overall research procedure. 

Then, the steps of resampling using ADASYN are designed in Fig. 3. Initially, the dataset was identified 

as the minority class. Then, we calculate the imbalance ratio and the amount of data for each class. For each 

minority class data, we find its ‘k’ nearest neighbors in feature space using a nearest neighbors’ algorithm. 

After that, Synthetic samples are generated by randomly selecting a neighbor of a minority class sample and 

generating a new sample along the line, determined by a random value between 0 and 1. Finally, the generated 

synthetic data is combined with the original data. 

 

 
Fig. 2. The proposed method of Diabetic Nephropathy Detection 
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Fig. 3. Flowchart of Adaptive Synthetic Sampling Data (ADASYN) 

 

2.1. Data Acquisition 

This data was collected from patients with diabetes at Saiful Anwar Hospital. It refers to a collection of 

information collected by individuals who have been diagnosed with diabetes nephropathy with related 

variables. The dataset consists of 500 lines of patient data with details of 336 normal patients and 164 patients 

suffering from nephropathy. The attributes used include patient information and laboratory results such as age, 

creatine levels, quantitative UACR, urine creatine, and urine albumin. The data ratio is unbalanced, so this 

study applies data oversampling. As an illustration, the number of datasets is updated to reach the highest 

number of data sets in both classes, as shown in Fig. 4. The comparison of all data before and after sampling 

is in Fig. 4 (a), and the comparisons of each class before and following samples are in Fig. 4 (b). 

 

  

(a) (b) 

Fig 4. Comparison of data before and after resampling (a) total dataset (b) total dataset in each class 

 

A histogram is a visual tool commonly employed in statistics to illustrate the frequency distribution of 

data. A histogram is a graphical representation that illustrates the distribution of observations in various 

intervals or bins of a dataset. The horizontal axis of a histogram depicts the continuum of values or intervals 

into which the data is partitioned, sometimes referred to as bins or buckets. The vertical axis reflects the 

frequency or count of occurrences within each bin. Fig. 5 displays the age distribution comparison. After it 

applied resampling, the age values distribution is more uniform. 
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`Fig. 5. Comparison of Age distribution before and after resampling 

 

Other visualizations of other attributes use plot boxes. The purpose of this visualization is to show the 

distribution of characteristics such as creatine, urine creatinine, and UACR (Urinary album concentration 

ratio), as shown in Fig. 6, Fig. 7, and Fig. 8. The image shows that after oversampling is applied to data sets, 

the distribution of data becomes more uniform in each class. By generating synthetic data points or replicating 

existing data from a minority class, oversampling ensures that each class is well represented in the dataset. As 

a result, the resulting distribution becomes more balanced, with the same number of instances in each class. 

This better balance reduces problems in the training of biased models and poor performance in the minority 

class. Therefore, with oversampling, data distribution tends to become more uniform, facilitating the training 

and evaluation of more powerful and reliable machine learning models in all classes. 

The next step of this research is Exploration Data Analysis (EDA) using the pair plot as a graphical 

representation. It shows the relationship between two variables in a data set. Correlation between all pairs of 

numerical variables that can be indicated by scatter plot series and histograms. In diabetic nephropathy, it can 

reveal a correlation between the Urinary Albumin-to-Creatinine Ratio (UACR), urine creatinine, serum 

creatinine, and age. As an illustration, the pair plot for variables in nephropathy detection is shown in Fig. 9. 

Data points are scattered horizontally around a line (usually a horizontal axis), indicating that there is no visible 

trend between the two variables. Any value of one variable does not predict or correspond to a specific value 

of another variable. 

 

 
Fig. 6. Comparison of Creatinine Distribution (Boxplot) before and after resampling 

 

 
Fig. 7. Comparison of Creatine Urine Distribution (Boxplot) before and after oversampling 
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Fig. 8. Comparison of Quantitative UACR Distribution (Boxplot) Before and after oversampling 

 

 
Fig. 9. Pair plot for Nephropathy Diabetic Dataset 

 

2.2. Preprocessing Data 

Noise is a disturbance, inconsistency, or error that often affects information or existing data. Data noise 

can occur due to several factors, such as inaccurate measurement, environmental factors, human error in data 

collection, or technical limitations in the data recording process. This presence of noise may interfere with 

accurate data analysis and interpretation. Techniques such as filtering or statistical procedures are used to 

reduce impact and obtain relevant information. Therefore, data cleaning is an important early stage in the 

research process, including filling out missing values, normalizing, and resampling data. 

  

2.2.1. Handling Missing Values 

Handling missing values is an important step in data pre-processing, especially in the context of 

statistical analysis and machine learning. Lost data can significantly affect the accuracy and reliability of 

results. One popular method for dealing with missing values is K-Nearest Neighbor Imputation (KNNI). KNN 

imputations are non-parametric techniques that estimate the missing value based on the closest neighbor’s 

values in the feature space. It has been widely used in various fields such as metabolomics, epidemiology, and 

data-quality software because of its simplicity and effectiveness [19]. The KNNI method has shown promising 

results in improving the performance of classification algorithms and has been recommended as a suitable 
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imputation method for dealing with missing values in statistical analysis. In addition, research has shown that 

KNNI can be very effective in scenarios where the data mechanisms that are missing are not completely random 

(MCAR) or missing random (MAR) [20]. This method used statistical techniques to estimate the missing value. 

Efficient processing of lost values during the data preparation phase is critical to providing accurate analysis. 

Related to the handling of missing values depends on the type of data used. K-Nearest Neighbors 

Imputation (KNNI) is a powerful technique used to deal with lost values in numerical characteristics. KNNI is 

a data imputation approach that uses the nearest neighbor value [13] to estimate the missing value. The steps 

taken in the KNN imputation are as follows: 

1. To determine which numerical attributes do not have values in the collection. 

2. Identify the k nearest neighbor of each observation with the missing data using the given numerical 

attribute.  

3. Determine the distance between neighboring observations and observations with missing data. Distances 

can be calculated using Euclidean distances. 

4. Allocate the burden to neighboring entities based on their relative distance from each other. During the 

imputation phase, usually, more emphasis is placed on adjacent values. 

5. Calculate the unknown value by calculating the weight averages of the corresponding attribute value of the 

nearest neighbor k. The calculation of weight averages involves the use of coefficients that reflect the data 

values. 

6. Iterate through each observation in the dataset that contains of missing value, through steps 2 to 5. 

The problem-solving methodology employed in this study is contingent upon the data category. K-

Nearest Neighbors Imputation (KNNI) is a powerful technique used for handling missing values in numerical 

characteristics. The KNNI is a data imputation approach that uses the values of its nearest neighbors [13] to 

estimate missing values. The steps involved in KNN imputation are as follows:   

1. To determine which numerical attribute lacks values in the collection. 

2. Identify the k nearest neighbors of each observation with missing data using the given numerical attributes.  

3. Determine the distance between the neighbor observations and the observation with missing data. The 

distance can be calculated using the Euclidean distance. 

4. Allocate weights to the neighbor entities based on their relative distances from each other. During the 

imputation phase, it is usual to attach more importance to adjacent values. 

5. Estimate the unknown value by calculating the weighted average of the corresponding attribute values from 

the k nearest neighbors. The computation of the weighted average involves the utilization of coefficients 

that reflect the weights. 

6. Iterate through each observation in the dataset that contains a missing value, as in steps 2 to 5. 
Meanwhile, when working with category data, fill in the missing value using mode. This method refers 

to the value the category most often appears to. The imputation mode is suitable for categorical data because 

it is the original distribution and avoids bias. The steps for dealing with missing values in category data are as 

follows:  

1. Identify the category attribute that has a missing value in the dataset. 

2. Specify the mode, or category with the highest frequency, for each category. 

3. Replace the missed value for each property with the mode value for that attribute.  

4. Iterate steps 2-3 for each category attribute in the data set that does not have a value. 

 

2.2.2.  Normalization 

The Min-Max scale normalization approach is used to prepare data. Normalization is a term used to 

describe the action of adjusting or changing data values to a consistent range. It is important to follow this 

procedure, especially when working with data measured using different units or scales. This work uses the 

Min-Max scale normalization technique for data preparation, as mentioned in the Equation (1). 

 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 =
(𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑎𝑙𝑢𝑒)

(𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚)
 (1) 

 

2.2.3.  Resampling Data 

Resampling techniques are widely used in medical diagnosis to address the issue of imbalanced data. 

Imbalanced data is a common challenge in medical datasets, and resampling methods have been successfully 

applied in various domains to improve classification performance [21], emphasizing the importance of 

resampling methods in improving the predictive power of modeling in class-imbalanced datasets, highlighting 

their potential application in medical literature [21]. Furthermore, Alahmari (2020) specifically investigated 
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the problem of class imbalance in a medical application related to autism spectrum disorder (ASD) screening, 

aiming to identify the ideal data resampling method that can stabilize classification performance [22].  

The resampling technique aims to create a balance in the distribution of classes in the datasets. There 

are two main techniques for re-sampling:  

a. Over-sampling refers to the technique of generating additional data points or duplicating existing ones to 

increase the number of instances in a minority class. By applying this approach, this model avoids bias 

towards the dominant class.  

b. Under-sampling: This technique involves reducing the number of instances in the majority class, which is 

the class with the highest frequency, by selecting the data point randomly. By applying this approach, data 

can be reduced to the dominant class on the model and improved the ability to detect minority classes 

accurately.  

If data cleaning and re-sampling are done at the start of the project, the data will be in satisfactory and 

fair condition for further analysis or modeling tasks. ADASYN is a data sampling technique widely used in 

machine learning that is very effective in addressing class imbalances. When there is a significant difference 

in the number of instances between two classes, it is mostly used for classification purposes. This could lead 

to the creation of models that show bias and poor performance in the minority class. ADASYN aims to balance 

class distribution by producing artificial samples for minority classes and adapting them to their underlying 

data distribution [12]. 

 

2.3. Machine Learning 

Machine learning is a subdivision of artificial intelligence (AI) that allows computer systems to acquire 

knowledge from data so that they can make predictions without explicit programming. This method is efficient 

in solving complex problems and extracting valuable information from large datasets [14]. Machine learning 

has been used as an accurate tool in medical diagnosis, offering potential for clinical treatment. With the 

increasing availability of large medical datasets and advances in learning algorithms, machine-learning 

techniques have been applied to a wide range of medical fields, including the diagnosis of mental disorders, 

cancer, cardiovascular disease, and musculoskeletal conditions. These techniques have been promising in 

helping doctors by providing accurate prognostic predictions, disease detection, and image-based diagnosis. In 

addition, machine learning algorithms have become instruments in addressing challenges such as class 

imbalances in medical datasets, thereby improving the accuracy and reliability of predictive models [3],[23]. 

 

2.3.1.  Naïve Bayes 

Naive Bayes is a classification algorithm that is widely used in medical research for its simplicity, 

efficiency, and effectiveness [24]. This method is good for data related to statistical diagnosis, thus making it 

very valuable in medical science [25]. The naive Bayes method is a machine learning classification 

probabilistic technique. It is based on the Bayes theorem. This approach assesses the probability of a hypothesis 

by examining the observed data, such as the quality of the data. Naive Bayes uses probability for categorization, 

prediction, and training. It can be applied to a multinomial distribution, Gaussian, or Bernoulli. Some of its 

advantages are simplicity, user-friendliness, high dimensions, and powerful performance, even when assuming 

independence. This approach is also used for the diagnosis and treatment of medical conditions [26]. 

 

2.3.2. K-Nearest Neighbour (KNN) 

The K-nearest neighbor algorithm (KNN) has been widely used in medical diagnosis due to its 

effectiveness as a non-parametric classifier. The KNN algorithm works by identifying the nearest K neighbor 

to a particular data point and then classifying the data according to the majority class of the neighbor. In the 

context of medical datasets, the selection of distance functions significantly affects the accuracy of the 

classification algorithm of KNN [27]. Furthermore, the KNN has been applied in the diagnosis of heart disease, 

where it demonstrates its ability to accurately classify patients based on relevant characteristics [28]. The K-

Nearest Neighbors method is a remote-based machine learning technique that is supervised for classification 

and regression, effective in low-dimensional spaces but computing-intensive for large data sets [29]. 

 

2.3.3. Decision Tree (DT) 

Machine learning techniques known as decision trees are used to solve classification and regression 

issues. Decision trees are a popular and widely used classification method in the field of machine learning and 

artificial intelligence (Begenova & Avdeenko, 2018). They are known for their effectiveness in classification, 

high speed, and ease of interpretation [30]. Decision trees are commonly used for data classification and are 

particularly well-suited for environments exposed to threats, making them valuable for risk management and 
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decision-making processes (Ziegel, 2003). They are also recognized for their ability to provide explainable 

machine learning, explicitly showing how different features contribute to predictions [31]. Decision trees have 

been applied in various fields, including healthcare, where they offer new strategies to improve the quality of 

care [32]. Additionally, decision trees are used for regression tasks, estimating an objective variable from an 

explanatory variable [33]. Overall, decision trees play a crucial role in data mining, offering a visually intuitive 

way to represent data partitioning and classification [34]. The tree-growing algorithm divides data into subsets 

based on input characteristics, with each leaf representing a prediction or class label. The algorithm selects the 

optimal feature during training using criteria like Gini impurity, entropy, or mean squared error. The tree-

growing process ends at the end of nodes [35]. 

 

2.3.4. Linier Discriminant Analysis (LDA) 

Linear discriminant analysis (LDA) is a powerful statistical method widely used in medical diagnosis. 

LDA has been applied in various medical fields, such as spinal lesions diagnosis [36], coronary artery disease 

prognosis [37], and bearing fault diagnosis [38]. LDA is a machine learning technique used to detect diabetic 

nephropathy in this study. It requires a dataset with class labels and predictor variables. LDA reduces 

dimensionality by finding the best linear combination of predictors, maximizes class separability by 

maximizing between-class variance, and then uses it for classification based on learned linear discriminant 

functions [39]. 

 

2.3.5. Support Vector Machine (SVM) 

Support Vector Machines (SVMs) have gained significant attention in medical diagnostics due to their 

ability to handle complex and high-dimensional data. This method is suitable for disease diagnosis and 

prognosis. SVM has been widely used in the medical field, offering efficient and accurate diagnosis of a variety 

of diseases, including liver disease and heart disease [40]. In addition, SVM has been applied in disease 

infection detection in health care [41]. The use of SVMs in medical diagnostics is more supported by their 

ability to handle unbalanced data so that it is suitable for classification tasks with unequal class distribution 

[42]. The accuracy and efficiency of the SVM in medical diagnosis have been demonstrated in various studies, 

with a precision of 98.96% in classifying anxiety, depression, and stress in social media users [43]. Overall, 

SVMs offer a strong and effective approach to medical diagnosis, leveraging their ability to handle complex 

data and deliver accurate classification results. Support Vector Machine (SVM) is a supervised machine 

learning technique used for classification and regression problems. This method maximizes the margin between 

classes and identifies the optimal hyperplane for the data point. The kernel and regularization parameters are 

the primary hyperparameter. SVMs are efficient, adjustable, and resistant to over-fitting, but require high 

computational costs and are sensitive to the choice of kernels and hyperparameters [44]. 

  

2.4. Ensemble Machine Learning 

An ensemble classifier is more reliable than a single classifier, thus achieving a classification accuracy of 

99.5% on test data [45]. In some previous studies, the Ensemble method by combining several models could 

improve prediction accuracy and overall performance [46]. Ensemble methods in machine learning are widely 

used involving the merger of many different models to build more robust predictive models. The Ensemble 

approach aims to exploit the collective intelligence of several models by combining predictions to produce 

more accurate predictions than a single model. The Ensemble approach usually begins with collecting a series 

of basic models, which are also called weak classifications. Basic models cover a variety of machine-learning 

approaches, including decision trees, support vector machines, logistical regression, and neural networks [20]. 

Each fundamental model has its advantages and disadvantages. This method is to combine several models or 

algorithms to improve prediction performance, such as ensemble techniques. 

▪ Voting: In this methodology, many models provide predictions, and the final prediction is chosen by a 

majority vote (for classification) or an average (for regression). 

▪ Bagging, also known as Bootstrap Aggregating, is a technique that involves training many iterations of the 

basic model using different parts of the training data. It reduces variability and reduces the risk of over-fit. 

▪ Random Forest: A particular form of bagging that uses decision trees as its underlying model. It combines 

random by selecting a random subset of features during each split. 

▪ Boosting is a technique that aims to improve the performance of low classification by giving greater 

attention to samples that were previously misclassified. This approach involves the aggregation of 

predictions produced by several models, in which each model is specifically trained to correct the 

inaccuracies made by the previous model. AdaBoost, also known as Adaptive Boosting, is a method widely 
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used for boosting. It sets a varying burden on training instances, focusing on emphasizing the importance 

of misclassified data. 
 

2.5. Performance Evaluation 

Accuracy, along with precision, recall, and F1 score, is a widely used metric for assessing the 

effectiveness of a classification model. Below are the steps to compute accuracy, precision, recall, and F1 score 

for the identification of nephropathy. The accuracy in Equation (2) refers to the percentage of individuals 

correctly classified in the dataset, which includes both true positives and true negatives. The accuracy of a 

classification model can be calculated using the formula: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (2) 

where TP, TN, FP, and FN indicate the number of true positives, true negatives, false positives, and false 

negatives, respectively. False positives are instances where nephropathy is incorrectly detected, leading to the 

prediction of normal or healthy persons. Precision refers to the proportion of individuals accurately recognized 

as having nephropathy among all those predicted to have nephropathy. The formula for precision is TP divided 

by the sum of TP and FP, as represented by the equation (3). 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (3) 

Then, the proportion of true positives (those who are predicted to have nephropathy and do so) among all 

people who have indicated nephropathy is known as recall. 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (4) 

The F1 score is the harmonic mean of precision and recall and provides a balanced measure of the two metrics. 

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
 (5) 

Note that these metrics should be evaluated together to get a comprehensive understanding of how well the 

nephropathy detection model performs. Different thresholds for detection may lead to different values of these 

metrics, and the choice of threshold should be based on the specific application and goals of the model. 

 

3. RESULTS AND DISCUSSION  

3.1. Experimental Result 

This research is applied using 500 data sets of diabetic patients from medical records in Saiful Anwar 

Hospital. By splitting the dataset, we allocate 75% (375 samples) of the dataset for training and 25% (125 

samples) for testing. The detailed dataset before and after oversampling is shown in Fig. 10. The data in the 

minority class is increased to the same number of data as in the majority class. 

The performance measures (recall, precision, and f1 score) are evaluated to represent machine learning, 

including K-Nearest Neighbor, Naïve Bayes, SVM, Decision Tree, LDA, Random Forest, Bagging, and 

AdaBoost. The performance results for all algorithms are shown in Fig. 11. The ensemble methods, including 

Random Forest, Bagging, and AdaBoost, are stable and obtain a high performance of more than 90%. By 

resampling, the proposed method has obtained an increase of 4% for all the performance rates, as shown in 

Fig. 9. On the other hand, LDA has the lowest performance evaluation, either with or without oversampling 

implementation. This method is not suitable for implementation in this dataset. 

 

  

(a) (b) 

Fig. 10. Comparison of Before and After Oversampling (a) Training data (b) Testing dat 
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Fig. 11. Performance Comparison of Naïve Bayes, KNN, LDA, DT, SVM, RF, Bagging, and AdaBoost 

 

3.2. Discussion 

The purpose of this work was to identify neuropathy by employing an ensemble learning technique in 

conjunction with the Adaptive Synthetic Sampling (ADASYN) resampling method. This methodology was 

used to tackle the issue of class imbalance and finally achieve reliable and effective classification with optimal 

performance. The experimental results confirm the efficacy of the proposed methodology. The ensemble 

technique, which merged many base classifiers, demonstrated resilience in dealing with the complicated and 

complex characteristics of neuropathy identification.  

In performance evaluation of medical diagnostics, the concepts of true positive, true negative, false 

positive, and false negative are fundamental in assessing the accuracy and reliability of diagnostic tests. True 

positive refers to cases where the test correctly identifies the presence of a condition, such as detecting Diabetic 

Nephropathy disease in patients. Conversely, true negatives denote cases where the absence of a condition is 

correctly identified, as seen in the analysis of true negatives. On the other hand, a false positive occurs when 

the test incorrectly indicates the presence of a condition, as observed in the evaluation of the application. 

Finally, a false negative occurs when the absence of a condition is incorrectly identified, as evidenced in the 

study on application. These concepts are crucial in understanding the diagnostic accuracy and reliability of 

medical tests, thereby influencing clinical decision-making and patient care [47],[48]. The incorporation of 

various base classifiers into the ensemble facilitated improved generalization and acquisition of knowledge 

from multiple parts of the input data, hence boosting the overall performance metrics, as shown in Table 1. 

The experimental result showed that there was a significant increment in the total number of TN after the data 

was applied over-sampling. It affects to performance evaluation measurements such as precision, recall, and 

f1-score. 

 

Table 1. Confusion Matrix of Ensemble Method: Random Forest, Bagging, and AdaBoost 

Resampling 
Random Forest Bagging AdaBoost 

TP FP FN TN TP FP FN TN TP FP FN TN 

Without Oversampling 82 2 2 39 80 3 4 38 80 4 4 37 

With Oversampling 80 1 4 83 80 1 4 83 80 6 4 78 

 

Furthermore, the implementation of ADASYN resampling had a crucial role in reducing the problem of 

class imbalance commonly found in neuropathy datasets. The capability of ADASYN to produce synthetic 

samples for under-represented classes resulted in a more equitable distribution within the dataset. The 
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technique of rebalancing was crucial in improving the learning process by eliminating bias towards the majority 

class in classifiers. This resulted in more precise and representative training of the models. An impressive result 

of our work was the attainment of stability in high-performance categorization. The combination of the 

ensemble technique with ADASYN consistently exhibited improved performance across multiple evaluation 

measures, including accuracy, precision, recall, and F1-score.  

Stability is essential in practical clinical applications, where the detection of neuropathy needs to be 

consistent and dependable for precise diagnosis and timely action. Overall, the combination of the ensemble 

method and ADASYN resampling demonstrated a highly effective and reliable methodology for detecting 

neuropathy, resulting in consistent and superior classification performance. The results of this work provide a 

basis for future research, which may involve investigating more complex ensemble strategies and incorporating 

advanced resampling approaches. Ultimately, this will contribute to improving the accuracy of diagnosing 

neuropathy. 

 

4. CONCLUSION 

Detecting nephropathy based on clinical data was applied using an ensemble method of machine learning. 

In this research, we applied ensemble methods, including Random Forest, AdaBoost, and Bagging algorithm, 

by aggregating the classifier as leaner. Due to imbalanced data distribution in each class, we proposed 

resampling using Adaptive Synthetic Sampling Data (ADASYN). By over-sampling data using ADASYN, the 

proposed method achieved a high performance of 90% and above. It means that the performance evaluation 

increased to 4% for precision, recall, and f1-score. 
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