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 Academic grades are crucial in education because they assist students in 

acquiring the knowledge and skills necessary to succeed in school and their 

future. Accurately predicting students' final academic performance grade 

score is important for educational decision-makers. However, creating 

precise prediction models based on students' historical data can be 

challenging due to the complex nature of academic data. This research 

analyzes student academic data totaling 649 Portuguese language course 

student data that has been processed according to data requirements which 

are then predicted using XGBoost Regressor, Light Gradient Boosting 

Machine (LGBM), and CatBoost. This research aims to develop a robust 

prediction model that can effectively predict students' final academic 

performance. This research offers valuable insights into the factors that 

influence academic success and provides practical implications for 

educational institutions looking to improve their decision-making processes. 

The prediction requires identifying key predictors of academic performance, 

such as previous grades, attendance records, and socio-economic 

background. The research makes a contribution by improving the matrix 

MAE in this research is less than the previous research from 2.2 average 

each algorithm to 0.22 average, this less MAE means the better model. The 

research achieved MAE score of 0.22 average. In conclusion, this research 

is expected to address the challenge of predicting student academic 

performance through the application of advanced machine learning 

techniques. The results provide valuable insights for decision-makers in 

education and highlight the importance of a data-driven approach to 

improving academic performance. By utilizing machine learning algorithms, 

educational institutions can effectively support student learning and success. 
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1. INTRODUCTION  

Educational institutes play a pivotal role in shaping a student’s life in various aspects [1], [2]. Education 

is expected to provide benefits and contribute positively to the lives of individuals and societies as a whole 

[3]. Education is the development of individual potential to enhance the knowledge and understanding of 

students. One important aspect of education is academic evaluation [4], [5]. Academic achievement serves as 

a critical indicator in the field of education, reflecting student abilities and success in achieving learning 

goals [6], [7]. Academic success is influenced by various circumstances, and individuals' learning abilities 

vary based on their backgrounds [8]. 

In an effort to identify factors that influence academic achievement, machine learning approaches have 

become a highly effective tool [9], [10]. This academic achievement involves the use of machine learning 

https://creativecommons.org/licenses/by-sa/4.0/deed.id
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algorithms and statistical techniques to assist users in interpreting student learning habits, academic 

performance, and identifying areas for improvement if necessary [11]. Therefore, a new discipline called 

educational data mining (EDM) has emerged. EDM utilizes data collected from educational environments to 

reveal valuable and relevant knowledge [12]. Educational Data Mining (EDM) uses data mining (DM) 

methods to gain a better understanding of student behavior and learning environments [13]. DM enables 

education practitioners to identify the key factors that affect student performance. This allows for quick 

action to be taken to assist students, improve educational quality, and optimize school resource management 

[14], [15].  

Ensemble learning is a powerful statistical modeling approach that combines multiple base models, also 

known as base learners, to predict a single value [16]. This method leverages the collective intelligence of 

diverse models, harnessing their individual strengths to achieve superior predictive accuracy and robustness 

[17]. Ensemble techniques have gained widespread popularity in the realm of machine learning, particularly 

in regression analysis [18]. Regression analysis algorithms are some of the most popular ensemble learning 

used in machine learning models [19]. Regression analysis algorithms are fundamental components of 

ensemble learning frameworks [20]. These are highly effective in capturing intricate relationships between 

input features and target variables, making them suitable for various prediction tasks [21]. Among the 

plethora of regression algorithms available, XGBoost, LGBM, and Catboost [22]-[24] are short form for 

extreme boost gradient regression. Compared to traditional machine learning algorithms, XGBoost, LGBM, 

and CatBoost offer several advantages, including faster training times, superior predictive accuracy, and 

enhanced interpretability [25], [26]. They can also handle missing values, categorical features, and noisy 

data, making them more appealing in practical settings [27]. As a result, these algorithms have become 

popular choices for data scientists and practitioners who seek cutting-edge solutions to regression problems 

in various domains [28]. In summary, ensemble learning, specifically through the use of XGBoost, LGBM, 

and CatBoost algorithms, is a powerful approach to regression analysis in machine learning [29]. These 

algorithms utilize the collective knowledge of multiple base learners to provide exceptional predictive 

performance, making them essential tools in modern data-driven applications [30]. 

The previous researches have extensively explored the efficacy of ensemble learning techniques 

including regressions techniques [31]. Studies have investigated the benefits of comparing multiple base 

models to improve predictive score and robustness in various domains. For example, Rangga M. research 

Final Grade Prediction Model Based On Student’s Alcohol Consumption [32] was developed to predict 

students' academic performance using same Portuguese dataset and various regression such as SVR and 

Random Forest Regressor with the MAE matrix evaluation [33], [34], with the result MAE of 2,25 on 

Random Forest Regressor, MAE of 2,24 on SVR. According to this Rangga M. research result, this research 

has significantly improved the MAE, achieving the lowest score of 0,22. 

In addition, a few researchers only take a look for classic regressions and classifiers on predicting 

student performance. For example, research conducted by Abdelrahman A (2022) [35] aims to predict 

good/bad the final exam grade. The proposed model was developed by Abdelrahman A, who evaluated a 

range of popular classification and regression algorithms using data from a data structures and algorithms 

course (CS2) offered at a large public research university. The regression analysis utilized Random Forest 

Regression and Multiple Linear Regression [36], [37]. For classification tasks, the following algorithms are 

considered: Logistic Regression, Decision Tree, Random Forest Classifier, K Nearest Neighbors, and 

Support Vector Machine [38]. After conducting experiments, he identified the algorithm that demonstrated 

the most promising performance across both classification and regression tasks. The finding research result in 

regression analysis using the R2 matrix evaluation, the classic Random Forest Regression model is the top 

performer with an R2 score of 0.977.  

In the research conducted by Singh R (2020) [39] conducted research discusses the analysis of 

educational data and evaluation of student performance using five different machine learning techniques: 

Passive Aggressive Classifier (PAC), Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), 

Radius Neighbour Classifier (RNC), and Extra Tree (ET).  The results obtained from various machine 

learning algorithms are thoroughly discussed. The Support Vector Machine (SVM) algorithm achieved the 

highest accuracy, as verified by evaluating various metrics such as sensitivity, specificity, and precision. 

These findings have practical implications as they can be applied to assess the performance of incoming 

students and identify those who may require additional support. Identifying underperforming students 

enables higher educational institutions to allocate resources and interventions effectively, thereby improving 

student performance [40]. The primary objective of this research is to develop an efficient framework that 

significantly enhances the accuracy of student performance prediction. Machine learning techniques serve as 

the cornerstone of this endeavor, offering valuable insights that can inform successful decision-making 

processes aimed at enhancing student performance [41]. The paper describes the use of various machine 
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learning techniques, such as PCA, SVM, LDA, RNC, and ET, to evaluate student performance. SVM is 

found to be the most effective technique with an accuracy of 94.86%, followed closely by LDA with an 

accuracy of 93.21%. 

Although some studies above have made valuable contributions related to the prediction and 

classification of the Portuguese student dataset, there is a significant research gap. These previous studies 

only considered only a few prediction regressions, especially only developed with few classic regressions, 

without adding such modern regressions like gradient boosting regressions [32], [35]. Therefore, this study 

aims to address this gap by utilizing 3 gradient boosting methods such as XGBoost Regressor, LGBM, and 

CatBoost Regressor for predicting students' final academic scores (G3) [42]. These 3 regressions have proven 

to handle categorical numeric target class, according to Injadat (2020) [12] stated that categorial numeric 

variable can be handle by ensemble learning algorithm such as gradient boosting algorithms. This study's 

contribution significantly improved the prediction results by reducing the matrix MAE score from 0,22. 

Furthermore, this study analyze which variables that is the most influential to this prediction on various 

boosting regression algorithms, providing valuable insights with their effectiveness [43]. By using these 

gradient boosting in the prediction of final academic scores, this approach not only improves prediction 

accuracy and robustness on regression predictive, but also results in a more efficient model for handling 

categorical data. This paper advances our understanding of predictive modeling in educational evaluation and 

provides practical implications for educational decision-makers seeking to improve student outcomes. 

 

2. METHODS  

This research specifically focuses on the application of boosting regression algorithms such as 

XGBoost, LightGBM, and CatBoost, which are known for their effectiveness in handling complex datasets 

and delivering high predictive R2 score [22], [25], [27]. The research flows shown on Fig. 1, including data 

preprocessing such feature encoding and scaling, data split into train and test, Modeling, each step will be 

explained in the next section to provide an understanding of the research process. 

 

 
Fig. 1.  Regression flowchart 

 

2.1. Data Collection 

The dataset is taken from website https://www.kaggle.com/datasets/uciml/student-alcohol-consumption. 

A Portuguese language course in high school students. It consists of 649 data with 33 attributes. Where all 

https://www.kaggle.com/datasets/uciml/student-alcohol-consumption
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the data and attributes are used with G3 (final grade) as the target output [44]. The Important attributes used 

can be seen in Table 1. 

 

Table 1. Students important attributes 

Atribute Description 

Absences number of school absences (numeric: from 0 to 93) 

Age student’s age (numeric: from 15 to 22) 

Dalc workday alcohol consumption (numeric: from 1 - very low to 5 - very high) 

Famrel quality of family relationships (numeric: from 1 - very bad to 5 - excellent) 

Freetime free time after school (numeric: from 1 - very low to 5 - very high) 

G1 first period grade (numeric: from 0 to 20) 

G2 second period grade (numeric: from 0 to 20) 

Health current health status (numeric: from 1 - very bad to 5 - very good) 

Medu mother’s education (numeric: 0 - none, 1 - primary education (4th grade), 2 – 5th to 9th grade, 3 

– secondary education or 4 – higher education) 

Mjob mother's job (nominal: 'teacher', 'health' care related, civil 'services' (e.g. administrative or 

police), 'at_home' or 'other') 

School student's school (binary: 'GP' - Gabriel Pereira or 'MS' - Mousinho  

 

2.2. Pre-Processing Data 

In this research apply several preprocessing steps to the data to prepare it before using it in model 

development. Firstly, encoding categorical variables such as gender into binary variables, where the value 0 

represents male and the value 1 represents female. This allows machine learning algorithms to handle 

categorical variables more efficiently [12]. Next section, the numerical data is normalized to ensure a 

consistent scale. This is critical for machine learning algorithms to work effectively and not be affected by 

the different scales of each variable. In the end splitting the data into training and test sets in appropriate 

proportions, such as 80% for the training set and 20% for the test set. This data splitting is done randomly to 

ensure balanced representation in both sets and allows for an objective evaluation of the performance of our 

predictive model. These preprocessing steps are essential to ensure that the data used in our predictive model 

development is optimally prepared. 

 

2.3. XGBoost Regressor 

Fig. 2 shows Extreme Gradient Boosting (XGBoost), an algorithm created by Chen and Guestrin in 

2016. XGBoost is a powerful tool among data science researchers due to its effectiveness as a tree-based 

ensemble learning algorithm [22]. XGBoost is a regression tree that enables analysts to measure the impact 

of covariates on target variables during each iteration of the boosting process. The decision rules of XGBoost 

are the same as those of the classic decision tree [29]. The regressive tree uses nodes to represent attribute 

testing values, with the leaf node and its score representing the final result. The final result is the sum of all 

scores predicted by the tree K, as demonstrated. 

    ∑       
 

   
        (1) 

 
      

    ∑       
 

   
 (2) 

Where,    shows the predicted output for iht data with a parameter vector   ;   marks the number of 

estimators corresponding to the independent tree structure for each    (which is k 1 to  ); and    shows a 

primary hypothesis, which is actually the average of the original parameters in the training data. η represents 

the level of learning associated with improving the performance of the model. XGBoost has the ability to 

enhance the tree boosting approach to process almost any type of data quickly and accurately. This model is 

built using scikit-learn XGBoost compatibility. 

 

2.4. LGBM 

LightGBM (Light Gradient Boosting) is a widely used gradient boosting technique in the ensemble 

method. It utilizes decision trees. Meanwhile, the formula of the LGBM regressor on Fig. 3. Where       is a 

prediction on iteration t,         (x) is a prediction on the previous iteration, η is learning rate,    is number 

of leaves on the tree t,       is the weight of the leaf j on iteration t,             ) is a function indicator with a 

value of 1 if the x data falls on the sheet of j on the iteration of t [20], [45]. 
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                             (3) 

 

 
Fig. 2. XGBoost model 

 

 
Fig. 3. LGBM model  

 

2.5. CatBoost 

Each decision tree    feature vector mapping results    to the prediction value. This process involves 

separating data based on features in trees, as well as selecting predictive values on each tree leaf. During 

training, CatBoost optimizes these trees and tries to minimize the function of the specified loss (e.g., Root 

Mean Squared Error, RMSE) between the model prediction and the actual target value in training data [46]. 

Finally, CatBoost regression in Fig. 4 can be modeled as a set of decision trees used to map features    to the 

   regression predict value. These trees collectively produce final regression predictions based on 

combinations of results from each tree. The Catboost regression model is formulated as follows. 

        
          (4) 
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3. RESULTS AND DISCUSSION  

The analysis results emphasize the versatility of machine learning techniques, such as XGBoost, 

LGBM, and CatBoost, in handling both continuous and discrete variables as inputs. These algorithms can 

accommodate various types of data, including numerical and categorical features, making them suitable for a 

wide range of predictive modeling tasks [47], [48]. However, it is important to note that the output variables 

produced by these algorithms must be discrete, including binary variables, to ensure compatibility with the 

underlying models. This paper evaluated the predictive performance using scatter plots to visually assess the 

relationship between the actual and predicted data [49]. The scatter plot's linear relationship indicates that the 

model effectively captures the underlying patterns in the data. Additionally, the nature of this relationship, 

whether positive or negative, provides insights into the direction and strength of the association between the 

variables being considered [50]. The use of scatter plots as a visualization tool provides valuable insights into 

the predictive accuracy and performance of the machine learning models used in our analysis. Examining the 

patterns and trends depicted in these plots enhances our understanding of the predictive capabilities of the 

algorithms and their ability to capture the underlying structure of the data. The Comparison between actual 

data and prediction data is shown in Fig. 5, Fig. 6, Fig. 7, the three models produce a good linear line.  The 

actuals data and predicted data show a positive relationship. 

 

 
Fig. 4. CatBoost model 

 

 
Fig. 5. XGBoost scatterplot prediction 

 

This graph in Fig. 5 is used to compare two sets of data i.e. the actual values (actual labels) versus the 

predicted values obtained from the XGBoost model. The distribution of the dots looks somewhat random. 

However, it can be seen that there are some red and black dots that overlap or are close together, indicating 

that the predictions are close to or match the true labels. The model performs reasonably well for predicting 

values that are close to the true values, but performs poorly for predicting values that are far from the true 

values, This plot also shows that the XGBoost model also has points where there is a visible difference 

between the true and predicted labels, with some significantly separated points. 
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This graph in Fig. 6 resembles the previously presented graph for XGBoost, where the distribution of 

dots looks somewhat random. However, the difference lies in the larger number of overlapping or adjacent 

red and black dots in this graph, indicating that the predictions are closer to or match the actual labels. Thus, 

it can be concluded that this LGBM model is superior to the XGBoost model. However, just like the 

XGBoost model, the LGBM model is also poor at predicting values that are far from the true value. 

 

 
Fig. 6. LGBM scatterplot prediction 

 

 
Fig. 7. CatBoost scatterplot prediction 

 

This graph in Fig. 7 displays a similar pattern to the previous two graphs, XGBoost and LGBM, where 

the distribution of dots looks somewhat random. However, the difference lies in the number of red and black 

dots that overlap or are close to each other, although not as many as in LGBM, but quite better compared to 

XGBoost. As with the XGBoost and LGBM models, the Catboost model also shows poor performance in 

predicting values that are far from the true value.To measure all the gradient boosting regression matrix 

evaluation scores with XGBoost Regressor, LGBM, and CatBoost Regresor for comparison, containing 

MAE, MSE, RMSE, and R2 Scores are shown in Table 2, Table 3, and Table 4. 

In Table 2 Before tuning, all three algorithms, XGBoost, LGBM, and CatBoost, showed strong 

performance in the regression task. However, LGBM was consistently superior to the other two algorithms in 

most metrics, suggesting that LGBM may have captured the underlying patterns in the data more effectively 

than XGBoost and CatBoost. 
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Table 2. Regressions results before tuning 

 MAE MSE RMSE R2 

XGBoost 0.250 0.159 0.399 0.829 

LGBM 0.239 0.157 0.397 0.831 

CatBoost 0.242 0.160 0.400 0.828 

 

        
   

   
 (5) 

 
       

 

 
     

       ̂  
  (6) 

 
     

 

 
∑       ̂  

 

   
 (7) 

 

     √
 

 
     

       ̂  
  (8) 

 

Table 3 shows the result after Tunning, all three algorithms show improvements in their performance 

metrics compared to the version without tunning in Table 2. LGBM continues to perform better than 

XGBoost and CatBoost in most metrics, demonstrating its superiority and effectiveness in the regression 

task, even after hyperparameter tuning.  In addition, LGBM also achieved the lowest values for other metrics, 

such as MAE, MSE, and RMSE, indicating that the predictions generated by LGBM have less error 

compared to XGBoost and CatBoost after tuning. 

In result comparison with the previous research that shown in Table 4, It shows the MAE score of this 

research is significantly better than the previous research with LGBM model. The result show LGBM is the 

perfect regression model for this portuguese dataset, because Portuguese dataset is a light dataset and the 

other models, Catboost and XGBoost are designed to handle bigger dataset. This research produces a model 

to predict factors that determine student academic results. From several factors that determine student 

academic results, it can be seen that the three gradient boosting algorithms have 10 same importance feature 

such as “G2, school, absences, famsize, G1, failure, guardian, Fjob, freetime, health”. G2 as the most 

influential feature among them on student academic results, which can be known that G2 is the second period 

value in numerical form. The feature importance is shown in Fig. 8, Fig. 9, Fig. 10. 

 

 
Fig. 8. Feature importance on XGBoost regressor 
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Table 3. Regressions results after tuning 
 MAE MSE RMSE R2 

XGBoost 0.227 0.148 0.387 0.8416 

LGBM 0.223 0.145 0.381 0.8442 

CatBoost 0.233 0.153 0.391 0.8361 

 

Table 4. Comparison best MAE score 

Model MAE 

SVR [32] 2.24 

LGBM 0.223 

 

 
Fig. 9. Feature importance on LGBM 

 

This study shows good results in prediction with MAE score using Gradient Boosting of 0.227, 

XGBoost of 0.223, and LGBM of 0.233, this study focuses more on the context of regression which has 

MAE value as an evaluation matrix with the lowest MAE score of 0.223 in LGBM. In this study, although 

the dataset used is limited, this study has created a model of gradient boosting regression that is good enough 

to predict the factors that affect student academic results with the LGBM method with the lowest MAE score. 

 

 
Fig. 10. Feature importance on CatBoost 
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4. CONCLUSION 

This study finds that XGBoost Regressor, LGBM Regressor and CatBoost Regressor have the same 

ability to predict the final rank (G3) in Portuguese language classes, with the highest MAE value being 0.223 

in the LGBM model. The LGBM Regressor model stands out from the other two models due to its ability to 

adapt to the Portuguese language dataset, which has a limited amount of data. These results can help predict 

students' final grades and identify students who need additional support to achieve good results [51]. In 

addition, this study conducted an analysis of the main factors influencing final grades, especially G2, which 

was identified as a factor that strongly influences students' academic performance. It should be noted that not 

all schools have access to enough data to make accurate predictions, so coordination is needed to collect 

accurate data. Nevertheless, this experiment shows that it is essential to consider the prediction of final 

grades in each school due to its high level of accuracy and reliability. This research successfully addresses 

the challenge of predicting students' academic performance by applying advanced machine learning 

techniques. The results provide valuable insights for educational decision-makers and highlight the 

importance of a data-driven approach to improving academic performance. By using machine learning 

algorithms, educational institutions can effectively support student learning and success and optimise the use 

of resources and interventions. Future research is recommended to evaluate the use of newer datasets and 

explore deep learning methods, such as neural networks, to improve predictive outcomes with the ability to 

capture more complex patterns. 
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