An Optimized Model for MapReduce Based on Hadoop
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Abstract
Aiming at the waste of computing resources resulting from sequential control of running mechanism of MapReduce model on Hadoop platform, Fork/Join framework has been introduced into this model to make full use of CPU resource of each node. From the perspective of fine-grained parallel data processing, combined with Fork/Join framework, a parallel and multi-thread model, this paper optimizes MapReduce model and puts forward a MapReduce+Fork /Join programming model which is a distributed and parallel architecture combined with coarse-grained and fine-grained on Hadoop platform to Support two-tier levels of parallelism architecture both in shared and distributed memory machines. A test is made under the environment of Hadoop cluster composed of four nodes. And the experimental results prove that this model really can improve performance and efficiency of the whole system and it is not only suitable for handling tasks with data intensive but also tasks with computing intensive. it is an effective optimization and improvement to the MapReduce model of big data processing.
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1. Introduction
Hadoop developed by the Apache fund is one of the most popular and stable platforms for large scale data processing in distributed environments, of which the MapReduce, a distributed and parallel programming model, greatly simplifies the design of parallel programming, and the design concept of migrating computation instead of data greatly alleviated the I/O access bottleneck which is a difficult problem of big data processing. Through assigning the massive data to the clusters to parallel processing, it enhances the performance of analyzing big data [1]. The framework also takes care of the low-level parallelization and scheduling details. It is used successfully in several implementations for various scenarios. However MapReduce targets distributed compute cluster not multi-core single node to realize parallelism [2]. This framework does not make full use of the resources of multi-core CPU. For the processing of both IO intensive and CPU intensive, it is powerless. But at present, there are multi-cores in a computer. What’s more, in the background of Moore's law, computer hardware has been developed rapidly and the computing power of cluster's single node is also improved. So the resources of each node in the clusters need to be made further mined and used, and effectively using CPU resources to improve whole processing performance of Hadoop platform is the further optimization and improvement to the Hadoop platform. Therefore, it is a hot problem worthy of study to how to make this framework initially designed for low-cost nodes to play its due performance on high performance nodes.

2. Related Work
Up to now, many scholars have done research on optimization for MapReduce/Hadoop itself. These research results mainly can be divided into the following two aspects, which are improvement of MapReduce parallel programming model, optimization of MapReduce scheduling strategy [3]. The typical research results on improvement of MapReduce programming model include barrier-less MapReduce [4], MapReduce-merge [5], Dache [6], MARCO [7]. The typical research results on optimization of MapReduce scheduling strategy
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include coupled scheduling [8], shuffle joint scheduling [9], research on localization of data and computing [10], resource aware scheduling [11]. However, these research results are only aimed at the deficiency of MapReduce/Hadoop, and they have not been widely used. Many scholars have done research on MapReduce framework based on third-party technology. For example, R.M.Yoo put forward MapReduce framework Phoneix based on multi-core CPU [12]. W.Fang realized MapReduce framework Mars running on GPU based on NvidiaCUDA [13]. Y.L Zhai studied the collaborative computing between CPU and GPU on Hadoop [14]. These studies are trying to achieve high performance MapReduce framework, but they have no study problems on Hadoop platform nor study the performance of a single node. There are also many researches on hybrid processing models, which combine distribution and multi-core parallelism, such as the hybrid combination of MPI and OpenMP for parallel C programming [15], a two layered parallelism model for CloudHaskell [16].

Fork/Join framework can give full play to the advantages of multi-core computer resources [17]. For the same tasks, it takes less time than multi-thread does [18]. In addition, Fork/Join framework greatly simplifies the programming of parallel procedure and effectively reduces the workload of developers [19]. The most important thing is that java7 begins to incorporate this framework and Hadoop platform is developed in java. So it is feasible and valuable to combine MapReduce architecture with Fork/Join framework to study the optimized programming model of two-tier parallelism. It is a hybrid programming approach which makes full use of advantages of MapReduce and Fork/Join. R. Stewart compared and evaluated the advantages of fork/join and MapReduce framework [20]. But there are few literatures merging these two frameworks into one model.

This paper extends the MapReduce framework and studies the MapReduce+Fork/Join computing model based on Hadoop platform. Through using Fork/Join framework in map and reduce functions, it realizes parallel computing of sharing and distributed memory on each node of Hadoop cloud platform to speed up the computation and improve the performance of processing data. We will analyze the process of MapReduce of Hadoop platform and point out its shortcomings (section 3). In section 4.1, we will analyze the process of Fork/Join framework. In section 4.2, we will build MapReduce+Fork/Join hybrid model. In section 5, we will do experiment and analyze the results. Section 6 is the conclusions.

3. MapReduce Model of Hadoop Platform

The process of MapReduce is transparent to users. It can be divided into such stages as map stage, combine stage and reduce stage[21], which can be expressed in the following steps.

1. Map: \((K1,V1) \rightarrow \text{list}(K2,V2)\)
2. Combine: \(\text{list}(K2,V2) \rightarrow (K2,\text{list}(V))\)
3. Reduce: \((K2,\text{list}(V)) \rightarrow \text{list}(K3,V3)\)

Their input and output are all key-value pairs. Generally, we need to program two functions which are map function in mapper class and reduce function in reducer class. If the input of a map function is \((K1, V1)\) and the output is \(\text{list}(K2, V2)\), then system shuffle the output and get such output as \((K2, \text{list}(V))\) which is the input of reduce function. If the output of reduce function is \(\text{list}(K3, V3)\), then list \((K3, V3)\) or its deform may be the final results. The list \((K3, V3)\) can also be the input of another map function and realizes a recursive implementation. Next, we can construct Job and Configuration objects and initialize them, and define the input and output path. And then we can call run Job method in JobClient class to commit this job and so complete a simple running of a distributed task.

When a job is submitted to the system, it is performed with MapReduce model whose process is described in Figure 1. After JobTracker receives the new job, it will pass the job to job scheduler, and initialize it, and create an object to encapsulate operation, status and progress for the job. Job scheduler gets block information of the input data, and creates a map task for each block and assigns an ID number to each map task. JobTracker assigns tasks for each survival TaskTracker which uses a heartbeat to interact with JobTracker. When TaskTracker receives a new task, it will copy relative JAR files from HDFS and duplicate all the files required by application to local disk from distributed caches and new a TaskRunner instance to run the task.
It can be seen from Figure 1 that JobTracker is mainly used for scheduling task, handling machine fault, managing communications with TaskTracker, monitoring implementation of Job and Task and TaskTracker is used to complete Map and Reduce task and it is the real executor of a task. So the obvious advantage of this model is that it divides the massive data into small blocks and calls a group of distributed computer nodes to perform a job in parallel to improve performance of big data processing. This is a kind of coarse-grained high performance computing. But the computing resources of each node do not be fully used. The Map, Combiner and Reduce are running in sequential order. Combine and Reduce stages must wait for Map stage. And until Map stage completes its task, they can begin works of summary. If the Map task are division uneven or error occurs, Reduce will have been waiting for a long time relatively. This will waste the computing resources. So making full use of resources of each node and introducing Fork/Join framework [22] into it and studying MapReduce+Fork/Join programming model are the purport of this paper, which is a computing model of high performance combined with coarse-grained and fine-grained.

4. MapReduce+Fork/Join Hybrid Model

MapReduce+Fork/Join computing model based on Hadoop platform is described in Figure 2. The whole system is Master-slave structure. The interaction between JobTracker and TaskTracker, task scheduling, the file block and so on are same as the description in Figure 1. The main difference is when slaver nodes perform tasks, Fork/Join framework has been introduced into map or reduce function to make full use of the advantages of shared memory and parallel multi-thread running [23]. That is to say it is these slaver nodes which will use optimized multi-thread to execute tasks and achieve parallel task execution fine-grained in each node [24]. Before a job is submitted to the system, we should set such parameters as path, class name, THRESHOLD and so on according to the real problems. We can choose distributed execution with single thread, only if we set the value of THRESHOLD one. When a JobTracker receives a new job, it will pass the job to job scheduler and assigns tasks for each survival TaskTracker. TaskTracker will copy relative JAR files from HDFS and duplicate all the files required by application to local disk from distributed caches and new a TaskRunner instance to run the task. TaskTracker is the real executor and its execution has the characters of localization. TaskTracker start-ups Fork/Join framework on each computer node and performs parallel tasks with multi-core chips under distributed environment.

4.1. Fork/Join Framework

Fork/Join framework provided in Java7 targets the parallelism on multi-core single computer node. It adopts the divide and conquer algorithmic skeletons and design concept and can dynamically divide a big task into many small tasks called sub tasks for separate executing.
in parallel [25], which is shown in Figure 3. At first, Fork operation divides a task into many sub tasks and creates a new branch task. These sub tasks can be divided into smaller sub tasks and performed with multi-thread in parallel. Then Join operation blocks the current tasks and merges the results of sub task execution until obtains the final results. We can set a threshold THRESHOLD to vary the granularity of task execution. The setting of threshold THRESHOLD decides execution time of Fork/Join framework.

Compared with other parallel architectures, fork/join framework allows inter-task communication for shared-memory systems with multi-core chips. Also this framework uses a algorithm called work stealing, which has been shown to be an effective load balancing strategy for parallel runtime systems [26]. Each worker thread maintains a double-ended task queue. When a worker thread exhausts its local queue or completes itself tasks, it will steals a task from the tail of another thread’s queue to perform tasks. By this algorithm, the framework can make full use of multi-thread to perform tasks in parallel and reduce the waiting time of the empty thread, and shorten the time of program executing.
4.2. Implementation Pattern of MapReduce+ Fork/Join

The Fork/Join framework mainly uses two classes to realize parallel computing. These two classes are ForkJoinTask, which is used to make fork and join operation, and ForkJoinPool, which is a threadpool used to storage task queue [27]. When creating a Fork/Join framework and using multi-thread to realize a parallel operating, it needs to new a subclass of RecursiveAction used to define tasks without return values or Recursive Task used to define tasks with return values, both of which are subclass of ForkJoinTask. No matter which classes the new class inherits from, it needs to reconstruct computer method and set the value of THRESHOLD used to set the threshold of sub task.

As mentioned above, MapReduce model based on Hadoop platform needs to complete map and reduce method. So a method implementing MapReduce+Fork/Join model is that when constructing map or reduce function, we create ForkJoinTask task, set parameters of Fork/Join framework and call written computer method. A important problem is to set key-value pairs. In the following experiment, a line of the *.plt file will be looked as the values and its offset value as the key. Thus it can achieve fine-grained and thread level tasks processing in parallel on Hadoop platform based on MapReduce distributed mode.

5. The Experiment

In order to prove the correctness and effectiveness of above described theory, a cluster of four nodes is constructed [28], information of each node is show in Table 1. The hardware specification of each node is Intel (R) Core (TM) i5-3210M CPU @2.50GHZ 2.50 GHZ, 4G memory, Windows 7 Ultimate Edition 64. The virtual infrastructure is VMWare Workstation 10. CentOS 6.0 are the virtual operating system. Hadoop is 1.2.1 version. The Java VM is version 1.7.0-02-b13. We make an experiment to process a taxi GPS data file of 128.7MB(.plt), filtering out the data that the velocity values are greater than 80km/h and less than or equal to 0km/h, then matching the data to a real map [29]. The experimental results show that the MapReduce model takes 1.8 minutes, while MapReduce+Fork/Join model (4 threads which is the number of cores in each node) takes 1.1 minutes. Compared with the MapReduce model, it get a 1.64 speedup.

| Number of threads running time (minute) average time (minute) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1 | 1.811 | 1.823 | 1.815 | 1.832 | 1.818 | 1.835 | 1.82 |
| 2 | 1.521 | 1.485 | 1.523 | 1.511 | 1.523 | 1.514 | 1.51 |
| 3 | 1.311 | 1.332 | 1.324 | 1.341 | 1.324 | 1.317 | 1.32 |
| 4 | 0.971 | 1.201 | 1.163 | 1.154 | 1.111 | 0.982 | 1.1 |
| 6 | 1.412 | 1.414 | 1.421 | 1.425 | 1.398 | 1.389 | 1.41 |
| 8 | 1.644 | 1.653 | 1.637 | 1.635 | 1.648 | 1.656 | 1.65 |
| 10 | 1.771 | 1.762 | 1.772 | 1.761 | 1.763 | 1.758 | 1.76 |

Table 1. Node information of cluster

<table>
<thead>
<tr>
<th>Name</th>
<th>IP address</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Master</td>
<td>192.168.91.128</td>
<td>NameNode and JobTracker</td>
</tr>
<tr>
<td>Slave1</td>
<td>192.168.91.131</td>
<td>DataNode and TaskTracker</td>
</tr>
<tr>
<td>Slave2</td>
<td>192.168.91.132</td>
<td>DataNode and TaskTracker</td>
</tr>
<tr>
<td>Slave3</td>
<td>192.168.91.133</td>
<td>DataNode and TaskTracker</td>
</tr>
</tbody>
</table>

In above cluster environment, we make an experiment same as above mentioned with MapReduce+Fork/Join model. As number of threads changes, the running time is shown in Table 2. And the corresponding time variation is shown in Figure 4. While a single thread processed the file, the time consumed is 1.82 minutes which was slightly more than one of MapReduce model. Later, the time consumed was rapidly decreased and then gradually decreased. While the number of threads war four, the time consumed was 1.1 minutes when it got the maximum speedup. Then the time taken was gradually increased. While the number of threads is ten, the time consumed was 1.76 minutes and changed slowly.

Table 2. Number of threads and the corresponding running time
Thus it can be concluded that the computing speed of MapReduce+Fork/Join model is more rapid than one of MapReduce model and it is really can improve computational performance although the beginning and final time consumed is almost as same as the original model. But why? The reason may be as follows. At beginning, creating objects, configuring and initializing these parameters take a part of time. When the number of threads is increased to 10, creating threads and communicating among threads take considerable time. How many threads can achieve the highest efficiency on earth? It should be determined according to the file size, the cluster scale and the specific analysis. In above experiment, when number of threads is four, system obtains the highest efficiency.

6. Conclusion
On the basis of analyzing running mechanism and principle of MapReduce model on Hadoop platform, aiming at the waste of computing resources resulting from sequential control of MapReduce computing model, this paper optimizes the model and introduces Fork/Join framework and exploits multi-core parallelism in distributed MapReduce frameworks. A MapReduce+Fork/Join programming model is constructed on the Hadoop platform. This model is a distributed and parallel programming architecture combined with coarse-grained and fine-grained on Hadoop platform, which is not only suitable for handling tasks with data intensive but also tasks with computing intensive because the internal work stealing algorithm on nodes can greatly improve the running efficiency of threads. It has realizes hierarchical structure of distributed and parallel computing on Hadoop. Through the experiment under the cluster environment of four nodes, the results prove that it really can improve the computational efficiency of the whole system and is an effective optimization for MapReduce model on the Hadoop platform. In fact, Hadoop library offers a MultithreadedMapper class extending from the default Mapperclass, which offers thread level parallelism of multi-core chips. But Fork/Join is a more effective and an optimized framework offering load balancing strategy. Because Fork/Join framework hides the lowest details of the parallel implementation, it is easier to be received by the programmer. So this architecture is not only suitable for CPU intensive tasks but also for IO intensive tasks. Next work is to do many environments to test its high performance on large scale clusters.
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